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Chemodynamical Populations and Rotation Curves.
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The Λ cold dark matter (DM) model successfully explains the distribution of large scale structure

and the cosmic microwave background but, there are several problems concerning the distribution

of DM on sub-galactic scales. Robust measurements of the distribution of DM in low mass dwarf

galaxies are key to understand the true nature of DM. In this work, we present two new techniques

for characterizing the kinematics of dispersion supported systems. The first method identifies local-

ized kinematic substructure in line-of-sight velocity data while the second separates global stellar

populations utilizing metallicty, line-of-sight velocity, and spatial information. We apply the first

method to the dwarf spheroidal galaxy Ursa Minor and find two localized kinematic substructures

at high significance. We present new Keck/DEIMOS spectroscopic observations of Ursa Minor,

motivated by the previous detection, which form the largest spectroscopic data set of Ursa Minor.

With the new data, we identify two chemodynamical stellar population at high significance with

distinct kinematic, metallicity, and spatial distributions. By utilizing the dynamics of multiple stel-

lar populations we break halo profile degeneracies and find the DM slope is more consistent with

a ‘cored’ halo than a ‘cuspy’ halo. We present a complementary study comparing a large sample

of literature rotation curves to dark matter halos influenced by baryonic processes. The analysis

suggests that baryonic processes are an inconsistent solution to the ‘core-cusp’ problem.
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Chapter 1

Introduction

The modern Λ cold dark matter (ΛCDM) paradigm postulates that dark matter halos are the sites of

galaxy formation (White & Rees 1978; Blumenthal et al. 1984) and that the matter density of the

universe is made up of roughly 25% ordinary baryonic matter and 75% dark matter (Planck Col-

laboration et al. 2015). This model successfully explains the distribution of matter on large scales

(e.g. the 2dF Galaxy Redshift Survey; Percival et al. 2001) and the correlations of temperature

fluctuations in the cosmic microwave background (Planck Collaboration et al. 2015).

The ΛCDM model provides a natural explanation for the distribution of structure on large scales

but there are several unresolved problems concerning the structural properties of halos on galactic

scales. Cosmological collision-less (dark matter-only) N-Body simulations produce dark matter

halos that contain steep central ‘cusps’ (ρ ∼ r−1; for small r) (Navarro et al. 1996b, 1997; Bullock

et al. 2001; Diemand et al. 2007; Macciò et al. 2007; Stadel et al. 2009; Zhao et al. 2009; Navarro

et al. 2010; Klypin et al. 2011; Dutton & Macciò 2014; Klypin et al. 2016). In contrast, obser-

vations of galactic rotation curves prefer shallower central regions or ‘cores’ (ρ ∼ rα ; α > −1)

(Flores & Primack 1994; Moore 1994; Salucci & Burkert 2000; Swaters et al. 2003; Gentile et al.

2004; Spekkens et al. 2005; Simon et al. 2005; de Blok et al. 2008; Oh et al. 2011a; Adams et al.
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2014; Oh et al. 2015). There is some observational evidence that galaxy clusters (Newman et al.

2013b,c) and dwarf spheroidal galaxies (Walker & Peñarrubia 2011a) contain cores. This discrep-

ancy concerning the dark matter density inner slopes is known as the ‘core-cusp’ problem.

The ‘too-big-to-fail’ (TBTF) problem concerns the over-abundance of massive, dense (sub-)halos

in dark matter-only simulations compared with the abundance of observed (satellite-)galaxies

(Boylan-Kolchin et al. 2011a, 2012a). The subhalos in simulations of Milky Way sized halos are

significantly more dense than their observed counterparts (Boylan-Kolchin et al. 2011a; Purcell &

Zentner 2012; Jiang & van den Bosch 2015). Stated another manner, there is a lack of observed

satellites with maximum dark matter circular velocities (Vmax) between Vmax ∼ 30− 55kms−1

(Boylan-Kolchin et al. 2012a; Cautun et al. 2014; Jiang & van den Bosch 2015). Similar conclu-

sions are found for the M31 satellites (Tollerud et al. 2014), Local Group (D . 1.2 Mpc) objects

(Kirby et al. 2014; Garrison-Kimmel et al. 2014b), and field galaxies (Ferrero et al. 2012; Miller

et al. 2014; Papastergis et al. 2015; Klypin et al. 2015; Papastergis & Shankar 2015). In the local

field, the TBTF problem becomes apparent at Vmax . 25kms−1 (Papastergis et al. 2015) even when

accounting for baryonic effects (Papastergis & Shankar 2015). The inner regions of many observed

galactic rotation curves contain less enclosed mass (both baryonic and dark matter) than is indica-

tive of simulated galaxies with similar maximum observed circular velocity (Vobs,max) (McGaugh

et al. 2007; Oman et al. 2015, 2016). These discrepancies indicate that it is unclear whether the

galaxies and halos are correctly matched in smaller halos.

The ‘core-cusp’ and TBTF problems were identified with dark matter-only simulations and the

inclusion of baryonic processes is a natural solution. The formation of the galactic disk will steepen

the central regions of the dark matter halo via adiabatic contraction (Blumenthal et al. 1986; Ryden

& Gunn 1987; Tissera & Dominguez-Tenreiro 1998; Gnedin et al. 2004; Gustafsson et al. 2006).

Supernova feedback creates cores by driving stellar winds (Navarro et al. 1996a; Gnedin & Zhao

2002; Mo & Mao 2004; Governato et al. 2010), driving the bulk motion of the gas (Mashchenko

et al. 2006, 2008), and by creating fluctuations in the potential (Read & Gilmore 2005; Pontzen
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& Governato 2012). The transfer of angular momentum between infalling baryonic clumps and

the dark matter halo could produce shallower central regions (dynamical friction) (El-Zant et al.

2001; Tonini et al. 2006; Romano-Dı́az et al. 2008; Cole et al. 2011; Del Popolo & Le Delliou

2014; Nipoti & Binney 2015). The central densities can be lowered from stellar feedback and

tidal stripping (if a satellite) (Pontzen & Governato 2012; Zolotov et al. 2012; Brooks et al. 2013;

Madau et al. 2014; Brooks & Zolotov 2014; Arraki et al. 2014). The precise scales and effects of

these solutions are debated and other avenues have been considered.

There is a variety of work on non-standard dark matter physics that affects small scale structure

without influencing large scale structure. For example, self-interacting dark matter (Spergel &

Steinhardt 2000; Firmani et al. 2000) can lower the central densities and create dark matter cores

(e.g. Rocha et al. 2013; Vogelsberger et al. 2014b; Kaplinghat et al. 2014; Elbert et al. 2015; Fry

et al. 2015). Recent work suggests that the TBTF problem could be alleviated on the dwarf galaxy

scales with warm dark matter (Lovell et al. 2012; Abazajian 2014; Lovell et al. 2014; Horiuchi

et al. 2016). Warm dark matter can create cores but the particle mass ranges that create large cores

also erase observed substructure (Macciò et al. 2012a). Late-decaying (Wang et al. 2014), scalar

field (Robles et al. 2015), and late forming (Agarwal et al. 2015) dark matter are examples of other

recently explored dark matter models with potential solutions to the small scale problems.

Accurate measurements of the distribution of dark matter in lower mass galaxies is key to distin-

guishing between baryonic and dark matter solutions. In this dissertation, we present new tech-

niques to better characterize the kinematics and dynamics of dwarf galaxies (both Milky Way

satellites and isolated galaxies). The local group dwarf spheroidal galaxies (dSph) are among the

lowest mass dark matter halos and the earliest snapshots of structure formation. Their close prox-

imity allows in-depth analysis of their chemical evolution, dynamics, and structure (see reviews

by Mateo 1998; McConnachie 2012). The galaxies are generally divided into two groups based on

their discovery: the classical and ultra-faint galaxies, where the latter were discovered post-SDSS.

The dSph population of the Milky Way have a wide range of luminosities (103−7L�), half-light

3



radii (40− 1000 pc Mateo 1998; Simon & Geha 2007a; Martin et al. 2008; McConnachie 2012),

and the dynamical mass-to-light ratios (8-4000 M�/L� Walker et al. 2009b; Wolf et al. 2010; Si-

mon et al. 2011; Martinez et al. 2011). The MW dSphs are highly dark matter dominated systems

(Gilmore et al. 2007; Simon & Geha 2007b; Wolf et al. 2010; Kirby et al. 2014), accordingly they

are excellent laboratories to distinguish between baryonic and dark matter solution to the core-cusp

problem.

The MW dSphs are dispersion supported systems with roughly constant line-of-sight velocity dis-

persions and viral masses of order 108−9 M� (Walker et al. 2007). The precise shape of the mass

profile is unconstrained due to unknown stellar anisotropy1; this effect is known as the mass-

anisotropy degeneracy (Binney & Mamon 1982; Merritt 1987; Łokas 2002; Binney & Tremaine

2008). The mass-anisotropy degeneracy is inherent to modeling line-of-sight velocity data but the

uncertainties are minimized at the stellar half-light radius (Walker et al. 2009c; Wolf et al. 2010).

The minimization at the stellar half-light radii was recently confirmed2 with the EAGLE simula-

tions (Campbell et al. 2016). The degeneracy can be broken if additional data is utilized proper

motions (Wilkinson et al. 2002; Strigari et al. 2007), or 3D positions (Richardson et al. 2014) or

if higher order velocity moments (Merrifield & Kent 1990; Richardson & Fairbairn 2013, 2014;

Jardel et al. 2013; Jardel & Gebhardt 2013; Breddels & Helmi 2013). The additional data is diffi-

cult to measure and higher order moments suffer from the unknown distribution of stellar binaries.

With the standard modeling techniques utilizing 2nd order velocity moments (line-of-sight velocity

dispersion), dark matter cores and cusps cannot be distinguished from one another3.

We explore an alternative method which looks at kinematic substructure. Several dSphs show evi-

dence of localized photometric and kinematic substructure which may be star clusters or disrupted

star clusters. For example, Sextans has localized kinematically distinct population either near its

1The stellar orbits are unconstrained due to available measurements only in the line-of-sight direction. The data is
consistent with orbits in the radial or tangential directions.

2Also tested in Walker & Peñarrubia (2011a); Laporte et al. (2013); Kowalczyk et al. (2013); Lyskova et al. (2015).
3For the Fornax dSph, there is independent argument that it contains a ‘cored’ dark matter halo. Fornax contains

five globular clusters (Mackey & Gilmore 2003); their survival is at odds for a cuspy halo (Oh et al. 2000) and they
can survive in cored dark matter halo (Goerdt et al. 2006; Sánchez-Salcedo et al. 2006).
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center (Kleyna et al. 2004; Battaglia et al. 2011a) or near its core radius (Walker et al. 2006). In

Ursa Minor, a secondary peak in seen in photometry although the significance is low (Irwin &

Hatzidimitriou 1995; Kleyna et al. 1998; Bellazzini et al. 2002a; Palma et al. 2003a). The sec-

ondary peak has kinematics distinct from Ursa Minor (Kleyna et al. 2003). The survival of the

kinematic substructure in a dSph in Ursa Minor is potential evidence that it contains a ‘cored’ dark

matter halo (Kleyna et al. 2003; Lora et al. 2012)

Motivated by hints of localized kinematic substructure, we construct a new Bayesian methodology

for detecting localized kinematic substructure in dSphs. In chapter 2, we present and test the

Bayesian methodology and apply is to a Ursa Minor spectroscopic data set from Muñoz et al.

(2005b). We detect two kinematic substructures at high significance and they are candidates for

either disrupted star clusters or dark matter sub-subhalos. A verification of either interpretation has

important implications for dark matter theory.

The stars within an individual dSph cover a wide range of metallicity, which is indicative of self-

enrichment processes (Shetrone et al. 1998; Tolstoy et al. 2001; Kirby et al. 2011). All Milky Way

dSphs contain an old (>10-12 Gyr) stellar population and the star formation histories of bright

(L > 105) dSphs are extended or contain additional bursts (Weisz et al. 2014). For example, Carina

experienced episodic star formation (Smecker-Hane et al. 1994; Hurley-Keller et al. 1998). Fornax

(Buonanno et al. 1999), Leo I (Caputo et al. 1999), and Sextans (Lee et al. 2009) all have extended

periods of star formation.

There is evidence of the bright dSphs containing multiple distinct chemodynamical populations

4. The bright dSphs seem to be consistent with a scenario where a centrally concentrated metal

rich population forms separately from the older, more extended and comparitively metal poor

population. For example, many bright dSphs show clear evidence for spatial segregation of the red

and blue horizontal branch stars (Harbeck et al. 2001; Tolstoy et al. 2004; Slater et al. 2015). With

4These stellar populations are global whereas the method to be presented in Chapter 2 discusses localized sub-
structure.
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the assembly of large high resolution spectroscopic data sets which accurately measure the both

velocity and chemical abundances, multiple stellar populations have been uncovered in several

dSphs (Tolstoy et al. 2004; Battaglia et al. 2006a, 2008a; Walker & Peñarrubia 2011a; Hendricks

et al. 2014; Kordopatis et al. 2016).

If a dSph has multiple stellar populations, the mass measurement at each stellar half-light radii will

break the mass-anisotropy (Battaglia et al. 2008a; Walker & Peñarrubia 2011a). Multi-component

dSphs have been examined with a variety of methods including: two-component Spherical Jeans

modeling (Ibata et al. 2006a; Battaglia et al. 2008a), estimation of the slope via mass measurement

at half-light radii (Walker & Peñarrubia 2011a), the projected virial theorem (Agnello & Evans

2012; Amorisco et al. 2013), Michie-King distribution functions (Amorisco & Evans 2012a), and

a generalized distribution function (Strigari et al. 2014). With the exception of Strigari et al. (2014),

the previous two-component analyses infer the inner slope of the mass profile to be shallower than

the expectations from ΛCDM simulations.

The stellar populations were first identified by dividing spectroscopic data sets with a metallicity

cuts (Tolstoy et al. 2004; Battaglia et al. 2006a; Ibata et al. 2006a; Battaglia et al. 2008a). A better

method is to consider separation of the stellar populations by constructing distributions in metal-

licity, spatial, and velocity space as the metallicity distributions may overlap (Walker & Peñarrubia

2011a; Amorisco & Evans 2012c). There are clear detections of multiple stellar populations in For-

nax (Tolstoy et al. 2004; Battaglia et al. 2006b; Walker & Peñarrubia 2011a; Amorisco et al. 2013;

Hendricks et al. 2014) and Sculptor (Battaglia et al. 2008b; Walker & Peñarrubia 2011a) dSphs.

Sextans also displays signs of chemo-dynamical ordering (Bellazzini et al. 2001; Battaglia et al.

2011b). There is conflicting evidence in Carina (for: Wilkinson et al. (2006); Koch et al. (2006);

Fabrizio et al. (2015); Kordopatis et al. (2016); and against: Walker & Peñarrubia (2011a)). There

are similar claims in Canes Venatici I (Ibata et al. 2006b) and Boötes I (Koposov et al. 2011) not

seem in other the data sets of Simon & Geha (2007a); Ural et al. (2010a) and Muñoz et al. (2006);

Martin et al. (2007) respectively. With mock data, Ural et al. (2010a) argued that at least 100 stars
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are required to differentiate two populations.

Ch. 3 presents a Bayesian methodology for identifying multiple stellar populations in dSph galax-

ies with metallicity, spatial, and line-of-sight velocity data. This includes a novel approach to

Milky Way background removal and builds on previous analysis by assuming axisymmetry (in-

stead of spherical symmetry). To complement the analysis a new spectroscopic data set in Ursa

Minor is presented utilizing the Keck/DEIMOS instrument. The data set contains ∼ 800 Ursa Mi-

nor members with velocity and [Fe/H] measurements. We detect two global populations at high

significance with distinct metallicity, spatial, and velocity distributions. We utilize the method of

Walker & Peñarrubia (2011a) to find the dark matter inner slope is more consistent with a ‘cored’

halo than a ‘cuspy’ halo. We compare all dSphs with multiple populations to the predicted sub-

halos of Milky Way like systems. The ‘too big to fail problem’ is well established in this space

(Boylan-Kolchin et al. 2011a, 2012a). By robustly identifying additional dSphs with multiple

stellar populations, we can improve comparisons between observations and the predictions of the

ΛCDM model in low mass systems.

In Chapter 4, we present a complementary analysis that tests a (stellar) mass dependent halo pro-

file with a large literature sample of rotation curves. The sample contains over 200 galaxies but

is heterogeneous in the deviation of rotation curves and stellar masses. The (stellar) mass depen-

dent profile from Di Cintio et al. (2014b) is able to explain most rotation curves in the sample

therefore solving the ‘core-cusp’ problem. However, the fits do not reproduce the well established

stellar-mass-halo-mass relationship from abundance matching at low masses or the halo mass-

concentration relation. This suggests that baryonic processes are an inconsistent solution to the

‘core-cusp’ problem.
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Chapter 2

Evidence for substructure in Ursa Minor

dwarf spheroidal galaxy using a Bayesian

object detection method

Based on Pace et al. (2014)

2.1 Summary

We present a method for identifying localized secondary populations in stellar velocity data using

Bayesian statistical techniques. We apply this method to the dwarf spheroidal galaxy Ursa Minor

and find two secondary objects in this satellite of the Milky Way. One object is kinematically cold

with a velocity dispersion of 4.25±0.75 kms−1 and centered at (9.1′±1.5,7.2′±1.2) in relative

RA and DEC with respect to the center of Ursa Minor. The second object has a large velocity

offset of−12.8+1.75
−1.5 kms−1 compared to Ursa Minor and centered at (−14.0′+2.4

−5.8,−2.5′+0.4
−1.0). The

kinematically cold object has been found before using a smaller data set but the prediction that

this cold object has a velocity dispersion larger than 2.0 kms−1 at 95% C.L. differs from previous
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work. We use two and three component models along with the information criteria and Bayesian

evidence model selection methods to argue that Ursa Minor has additional localized secondary

populations. The significant probability for a large velocity dispersion in each secondary object

raises the intriguing possibility that each has its own dark matter halo, that is, it is a satellite of a

satellite of the Milky Way.

2.2 Additional Background

Among the classical dSphs, only Draco has a lower V-band luminosity but Ursa Minor is twice

as extended as Draco (in terms of its half-light radius) (Irwin & Hatzidimitriou 1995; Palma et al.

2003a). Its observed and derived properties are summarized in Table 2.1. Ursa Minor is also likely

the most massive satellite in terms of its dark matter halo, apart from the Magellanic clouds and

the disrupting Sagittarius dSph. These properties make Ursa Minor an ideal target to search for

substructure. The Vmax at infall for the subhalo hosting Ursa Minor should be greater than 25 km/s

but probably no larger than about 50 km/s (Boylan-Kolchin et al. 2012a) and thus we can expect

Ursa Minor to have a sub-subhalo with Vmax in the range of 8−16 kms−1.

Several photometric studies with different magnitude limits and overall extent observed, have re-

ported additional localized stellar components of the stellar distribution that deviates from a smooth

density profile (Olszewski & Aaronson 1985; Kleyna et al. 1998; Palma et al. 2003a), particularly

near the center (Demers et al. 1995; Eskridge & Schweitzer 2001). To the northwest of the center,

a secondary peak in the spatial distribution is seen in contours and isopleths (Irwin & Hatzidim-

itriou 1995; Kleyna et al. 1998; Bellazzini et al. 2002a; Palma et al. 2003a). However, different

studies have concluded that this secondary peak is inconclusive or of low significance (Irwin &

Hatzidimitriou 1995; Kleyna et al. 1998; Bellazzini et al. 2002a; Palma et al. 2003a). Smaller

scale stellar substructure is, however, seen with higher significance (Eskridge & Schweitzer 2001;

Bellazzini et al. 2002a). Combining proper motion information with shallow photometric data in
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the central 20 arcmin of Ursa Minor, Eskridge & Schweitzer (2001) claim that the distribution

of stars in Ursa Minor shows high significance for stellar substructure in clumps of ∼ 3′ in size.

Bellazzini et al. (2002a) used the presence of a secondary peak in the distribution of the distance

to the 200th neighboring star to argue that the surface density profile of Ursa Minor is not smooth.

In addition, the stellar density is not symmetric along the major axis with the density falling more

rapidly on the Western side (Eskridge & Schweitzer 2001; Palma et al. 2003a) Statistically sig-

nificant S-shaped morphology is also seen in contours of the red giant branch stars (Palma et al.

2003a). Some authors argue that these features could point towards tidal interactions (Eskridge &

Schweitzer 2001; Palma et al. 2003a).

Simulations also predict that subhalos should have their own subhalos (“sub-subhalos”, e.g., Shaw

et al. 2007; Kuhlen et al. 2008; Springel et al. 2008; Diemand et al. 2008). While their presence

in cold dark matter simulations has been verified, the mass function of these sub-subhalos hasn’t

been well-quantified. The subhalo mass function is seen to follow a universal profile when scaled

to the virial mass of the host halo. If the sub-subhalos follow the same pattern, then we expect to

see a sub-subhalo with Vmax ' 0.3Vmax(subhalo) (Springel et al. 2008). We are motivated by this

fact to search for stellar content that could be associated with these sub-subhalos.

Spectroscopic studies of Ursa Minor (Hargreaves et al. 1994; Armandroff et al. 1995; Kleyna et al.

2003; Wilkinson et al. 2004; Muñoz et al. 2005a) have shown a relatively flat velocity dispersion

profile of σ ≈ 8− 12kms−1. Kleyna et al. (2003) (K03) used a two component model to test

whether the second peak in photometry had a counterpart in velocity data. They found a second

kinematically distinct population with σ = 0.5kms−1 and ∆v = −1kms−1. Our results lends

support to this discovery by K03 but we do not agree on the magnitude of the velocity dispersion

of the substructure. We discuss this in greater detail later.

K03 argued through numerical simulations that the stellar clump they discovered could survive

if the dark matter halo of Ursa Minor had a large core (about 0.85 kpc) but not a cusp like the

prediction for inner parts of halos of 1/r from CDM simulations (Navarro et al. 1997). Additional
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numerical simulations including the Ursa Minor stellar clump have confirmed this result (Lora et al.

2012). Similar conclusions have been reached using the observed projected spatial distribution of

the five globular clusters in Fornax dSph (Mackey & Gilmore 2003). The survival of these old

globular clusters has been interpreted as evidence that the dark matter halo of Fornax may have

a large core in stark contrast to the predictions of dark-matter-only CDM simulations (Goerdt

et al. 2006; Sánchez-Salcedo et al. 2006; Cowsik et al. 2009; Cole et al. 2012). Thus, the study

of the properties of the substructure in Ursa Minor has far reaching implications for the dark

matter halo of this dSph and by extension the properties of the dark matter particle. Our study is

complementary to the recent studies using the presence of multiple stellar populations in Fornax

and Sculptor that also seem to point towards a cored dark matter density profile (Battaglia et al.

2008b; Walker & Peñarrubia 2011b; Amorisco & Evans 2012b).

Current methods for finding kinematic substructure in the dSphs has relied on likelihood com-

parison parameter tests (Kleyna et al. 2003; Ural et al. 2010b), non-parametric Nadaraya-Watson

estimator (Walker et al. 2006), or metalicity cuts and kinematics (Battaglia et al. 2011a), but not

Bayesian methods. Hobson & McLachlan (2003) presented a Bayesian method for finding ob-

jects in noisy data. The object detection method is able to find two or more objects using only a

two component model in photometric data. This method can be extended to include spectroscopic

line-of-sight velocity data to search for objects using kinematics, as well as structural properties.

We apply this method to Ursa Minor to search for counterparts to stellar substructure (Irwin &

Hatzidimitriou 1995; Kleyna et al. 1998) and the kinematically cold feature found by K03. In the

next subsection we discuss the localized velocity dispersions and average velocities. In section 2,

we present the object detection method and model selection techniques used to quantify whether

detection is real or not. In section 3, we present our results and access the significance of them. In

section 4, we discuss the implications of localized substructures and we conclude in section 5.
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Table 2.1: Observed and derived properties of Ursa Minor.

Parameter Value
Distance1 77±4 kpc
Luminosity1 3.9+1.7

−1.3×105L�,V
Core radius1 17.9′±2.1
Tidal radius1 77.9′±8.9
Half-light radius1 0.445±0.044 kpc
Deprojected half-light radius1 (r1/2) 0.588±0.058 kpc
Average velocity dispersion2 11.61±0.63 kms−1

Mean velocity2 −247±0.8 kms−1

Dynamical mass within r1/2
1 5.56+0.79

−0.72×107M�
Mass-to-light ratio within r1/2

1 290+140
−90 M�/L�

Ellipticity3 0.56±0.05
Center (J2000.0)4 (15h09m10s.2,67◦12′52′′)
Position angle5 49.4◦

Note: References are as follows 1. Wolf et al. (2010) and references therein 2. This paper 3. Mateo
(1998) 4. Kleyna et al. (2003) 5. Kleyna et al. (1998)
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Figure 2.1: The binned line-of-sight velocity data (red dashed) in Ursa Minor. Right: Over-plotted
is the most probable Gaussian with σ = 11.51 and an v = −247.25 (black solid) from the null
model (single Gaussian component). Left: The line-of-sight velocity distributions of the sec-
ondary objects and primary populations.The lines correspond to the velocity dispersions of dif-
ferent populations found with the Bayesian object detection method; velocity offset object (blue
dot-dot-space), cold object (green dotted), primary distribution (purple dot-dash), and the total
(black solid). Each component is weighted by its average number of stars found using the Bayesian
object detection method. When spatial information is taken into account, the additional kinematic
components provide a better fit to the Ursa Minor data.
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2.2.1 Data and Motivation for more Complex Models

The spectroscopic data we used contains 212 Ursa Minor member stars (Muñoz et al. 2005a);

the sample that K03 used to discover the cold feature contained 134 stars. In Figure 2.1, we

show the line-of-sight velocities binned with the best fit single component Gaussian (right) and

the combined fit from our object detection model (left). When positional information is included

in addition to the velocity information, both models have comparable χ2. The mean, dispersion,

and positional information of these Gaussian distributions were derived from our Bayesian object

detection that is the subject of this paper. As a prelude to our final results, we note that the centers of

all three populations (the primary and two secondaries) found through the object detection method

are spatially segregated.

Before we develop the Bayesian methodology and model comparison methods to show the signif-

icance of (or lack thereof), we would like to dissect the data to see if secondary populations are

visible as strong local deviations in either mean velocity or velocity dispersion. To this end, we

grid a 50′×30′ region around the center of Ursa Minor finely and for each grid point, we find the

average velocity v and velocity dispersion σ in a 5′× 5′ bin using the expectation-maximization

(EM) method (see Equations 12b and 13 of Walker et al. (2009a)). We disregard grid points where

there are fewer than 7 stars in the bin. We have plotted the smoothed σ and v maps created using

this method in Figure 2.2. The velocity dispersion map is the upper left panel and the average

velocity map is the upper right panel. The data is rotated such that the major axis is aligned with

the abscissa (θ = 49.4◦, see Table 1 for the photometric properties of Ursa Minor we use). There

are two interesting features evident: in the σ map, roughly centered at (11′,−4′), the σ drops

below 6kms−1 whereas the globally, σ = 11.5kms−1, and in the v map centered at (−13′,6′), the

v evidently differs from Ursa Minor’s overall average (∆|v|> 10 kms−1). We have also plotted the

number density (lower left panel) and the positions of the stars (lower right panel) in Figure 2.2 to

and σ maps are that the kinematic peculiarities are not artifacts due to a low number of stars The

number density map is created the same way as the v and σ maps and it shows that both features
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are in regions that are reasonably sampled. In the plot with the positions of the stars, we have also

indicated the most probable locations for the centers and the extent of the the two features as found

by our Bayesian object detection method. We caution the reader that the plotted extents (tidal radii)

of the these features have large error bars see Table 2.2).

The center of the dip in σ (upper left panel of Figure 2.2) is near the spectroscopic feature found by

K03 and the secondary density peak seen in the photometry by several authors (Irwin & Hatzidim-

itriou 1995; Kleyna et al. 1998; Bellazzini et al. 2002a; Palma et al. 2003a). The average veloc-

ity feature we see does not correspond to any previous noted photometry or kinematic features.

However, we note that the stellar isodensity contours of Ursa Minor are significantly asymmetric

(Kleyna et al. 1998; Palma et al. 2003a) and could hide both features.

We now turn to describing our Bayesian object detection method for finding secondary objects and

model selection methods for assessing their significance.

2.3 Methodology: Theory

This paper has two primary objectives: to present a statistical methodology for detecting discrete

features within a kinematic data set and apply this methodology to the Milky Way satellite galaxy

Ursa Minor. In this section we detail the statistical techniques used to detect kinematic objects

within the Ursa Minor data set. The pertinent question we are addressing is whether statistically

distinct kinematic objects can be detected within a galaxy’s stellar line-of-sight kinematic data

and, if such an object is detected, how certain can we be that this object is an actual physical

attribute of the system. Thus we require that any methodology used to detect multiple smaller

composite objects within the kinematic data set have two important properties. First, any proposed

algorithm must be able to discern an unspecified numbers of statistically separable features within

the a galaxy’s kinematic data set. And second, this methodology must allow for some kind of
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Figure 2.2: The local kinematics of Ursa Minor using the Muñoz et al. (2005a) data set. Upper
Left: A map of the velocity dispersion of Ursa Minor. A portion of the lower right quadrant drops
below 6 kms−1 while the rest of the galaxy is relatively uniform. Upper Right: The average
velocity of Ursa Minor found concurrently with the velocity dispersion. In the upper left quadrant
the deviation ∆v > 10− 15 kms−1 relative to Ursa Minor while the rest of the galaxy does not
differ more than 5 kms−1. To make the contour plots, the velocity dispersion and the average
velocity were found within a 5′× 5′ bin (5′ ' 110 pc for a distance of 77 kpc). Lower Left: The
stellar density profile of the stars in the Muñoz et al. (2005a) data set. Lower Right: The most
probable locations and sizes (tidal radii) of the two objects using the Bayesian object detection
method in Ursa Minor. Both of these locations correspond to the deviations seen in the average
velocity and velocity dispersion maps. The coordinate system used here is such that the x-axis
lines up with the major axis which has a position angle of 49.4◦ (Kleyna et al. 1998). The adopted
center for Ursa Minor was RA = 15h09m10s.2, DEC = +67◦12′52” (J2000.0) (K03). For the entire
sample, we obtain a mean velocity v=−247.25 kms−1 and velocity dispersion σ = 11.51 kms−1.
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determination of the significance of a proposed object detection.

To meet these criteria, we employ a Bayesian object detection technique first introduced by Hobson

& McLachlan (2003). In our implementation, the data distribution is modeled with two separate

components: a background distribution referred to as the primary distribution, in our case, the

Ursa Minor dSph (Pp), and a ‘secondary’ distribution (Ps) which is interpreted here as a feature

or object of the Ursa Minor data set. Thus, the actual distribution is of the form:

P(di|M ) = (1−F)Pp(di|Mp)+FPs(di|Ms) (2.1)

where F is the total fraction of stars in the secondary population, di represents an individual ele-

ment of the Ursa Minor data set D (D = {di}), and M denotes the parameter set of the respective

distribution’s model. A major benefit of this type of analysis is that data sets with multiple fea-

tures will cause the secondary population parameter posteriors to become multi-modal where each

individual mode represents a unique feature. This enables us to search for an arbitrary number

of objects without requiring an overly complicated probability distribution. In addition, the local

Bayesian evidences of each mode can be used as a selection criterion. The evidence Z ≡P(D |H)

is equal to the integral of the product of the likelihood, L (M )≡P(D |M ,H) =∏i P(di|M ,H),

and prior probability, Pr(M )≡P(M |H):

P(D |H) = Z =
∫

L (M )Pr(M )dM . (2.2)

The evidence is the average likelihood value before the input of data. Here, the probability density

of the parameter set M (i.e., P(M |D ,H)), or posterior, is related to the evidence by the Bayes’

theorem

P(M |D ,H) =
P(D |M ,H)Pr(M )

Z
, (2.3)

Later, we use the evidence as a criterion for selecting between two models, or hypotheses (H): One
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that assumes a ‘secondary’ feature represented by equation 2.1 (H1) and another ‘null hypothesis’

that only assumes the background distribution Pp (H0). In section 2.3.2 we use both models

directly in the ratio of evidences, or Bayes factor, and indirectly in the determination of the the

Kullback-Leibler divergence, a quantity the quantifies the amount of information gained from the

assumption of one hypothesis over another. Through a large set of Monte Carlo simulations, these

criteria are then used to derive confidence levels on the exclusion of the null hypothesis.

To calculate the evidence and sample the posterior space, a Bayesian multi-nested sampling tech-

nique was utilized (Skilling 2004a; Feroz & Hobson 2008; Feroz et al. 2009). The nested sampling

method calculates the evidence of a model and as a by product of the computation the posterior

is also evaluated. The algorithm transforms the multi-dimensional evidence integral Equation 2.2,

through the ‘prior volume’ X (dX = π(θ)dDθ ), into a one-dimensional integral. If the inverse

of the prior volume exists and is a monotonically decreasing function of the ’prior volume’, the

evidence integral can be transformed into Z =
∫ 1

0 L (X)dX . This integral can be evaluated by sam-

pling the likelihood in a decreasing sequence of prior volumes. The multi-nest algorithm breaks the

prior volume into multi-dimensional ellipsoids which helps sample degenerate parameter spaces

and speeds up computation. This sampling algorithm possesses all the capabilities required for this

project: multi-modal posteriors can be explored efficiently, and the evidence is inherently evaluated

(For a more in-depth explanation of the method see Feroz & Hobson (2008); Feroz et al. (2009) ).

2.3.1 Likelihood

Our methodology utilizes a two component probability distribution similar to that in the K03 paper

(also see Martinez et al. (2011)). We base the ‘primary’ (p) and ‘secondary’ (s) probability distri-

butions on a Gaussian with mean velocity vp,s, using the velocity errors εi, and the assumption of
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a constant velocity dispersion, σp,s, as the spread:

Pp,s(vi,Ri|Mp,s) =

exp
[
−1

2
(vi−vp,s)

2

(σ2
p,s+ε2

i )

]
√

2π(σ2
p,s + ε2

i )

ρp,s(Ri)

Np,s
(2.4)

Here, ρp,s(R) is the 2-D stellar number density normalized to the total number in the population

(Np,s).

Unfortunately, because of spatial selection biases, ρp,s(R) is difficult to model. To account for this

uncertainty, we consider only the ‘conditional’ likelihood (see Martinez et al. (2011) for details):

Pp,s(vi|Ri,M ) = Pp,s(vi,Ri|M )/(ρp,s(Ri)/Np,s). (2.5)

With this, equation 2.1 becomes:

P(vi|Ri,M ) = (1− f (Ri))Pp(vi|Ri,Mp)+ f (Ri)Ps(vi|Ri,Ms) (2.6)

where f (Ri) is now the ‘local’ fraction of stars in the secondary population defined by

f (Ri) =
Is(Ri|Ms)

Is(Ri|Ms)+αIp(Ri|Mp)
(2.7)

Here, we have introduced the variable α = Ns/Np. Instead of varying α directly, we found that, in

some instances, using total fraction as a free parameter simplifies the analysis 1:

Ftotal =

∫
Is dxdy∫

Is dxdy+α
∫

Ip dxdy
. (2.8)

For the primary population, we assume a 2-D king stellar density profile whose parameters are

1We also tried a constant fraction within the location of the second population. In all three parameterizations of α

the same objects are found.
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fixed to the observed photometry. The secondary object’s density profile is taken to be a top-hat2.

Our Bayesian object detection model constituted of 8 parameters: 2 primary kinematic parameters,

2 secondary kinematic parameters, the x and y center and tidal radius for the secondary population

and the total fraction. The parameters, priors, and posteriors are listed in the first row of Table 2.2.

2.3.2 Model Selection

Even with accurate probability density modeling and thorough parameter space exploration, any

object detection methodology will have fairly limited capabilities if the significance of a detec-

tion cannot be determined. In this section, we introduce three commonly used model selection

techniques to quantitatively derive confidence levels between the multiple component and single

component (null model) hypotheses. The techniques used are: theBayes Factor (B01 or lnB01), a

direct calculation of the Kullback-Leibler divergence (DKL) (Kullback & Leibler 1951), and De-

viance information criterion (DIC) (Spiegelhalter et al. 2002) 3. For a general review of of model

selection in cosmology, particularly Bayesian methods, see Liddle et al. (2006); Trotta (2008). For

a review of the use of information criterion in cosmology see Takeuchi (2000); Liddle (2007).

The Bayes factor is the ratio of the evidence of two models or hypotheses. It is defined as:

B01 =
P(D |H1)

P(D |H0)
. (2.9)

where H0 and H1 are the two different hypotheses. The general rule of thumb is that B01 > 1 favors

hypothesis H1 and B01 < 1 favors hypothesis H0. The significance of B01 is usually computed as

2 Additional stellar profiles were used for the secondary population including a King, and Plummer profile. Both
objects were still detected. The scale radii for the King and Plummer stellar profiles were unconstrained.

3Two other common information criterion are the Akaike information criterion (AIC) (Akaike 1974) and the
Bayesian information criterion (BIC). These information criterion are Gaussian approximations to the DKL and Bayes
factor respectively. We do not use these as we have a direct calculation of them.
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Parameter Type Prior (Units) Cold Spot Velocity Offset
Model parameters from Bayesian object detection method

σs flat Cuts 1/2 (see caption) 3.5+1.75
−2.25 8.75+1.5

−2.25
σp flat 0 to 20 kms−1 11.75±0.5 10.75±0.5
vs flat Cuts 1/2 (see caption) −246.75+1.75

−2.0 −258.75+2.0
−1.75

vp flat -242 to -252 kms−1 −247.5±0.75 −245.25±0.75
xcen flat -0.6 to 0.6 kpc 0.25+0.04

−0.06 −0.24±0.09
ycen flat -0.4 to 0.4 kpc −0.07+0.03

−0.07 0.23±0.02
rtidal flat in log10 10 to 300 (pc) 151+53

−28 251+24
−22

Ftotal flat in log10 10−5 to 1 0.79+0.21
−0.16 0.32+0.47

−0.26
Secondary Population Model Parameters from simultaneous 3-component modeling

xcen flat −0.24±0.1 kpc 0.26±0.02 −0.23+0.095
−0.035

ycen flat 0.23±0.1 kpc −0.07±0.01 0.22±0.02
rtidal flat in log10 10 to 300 pc 151+151

−10 269+26
−24

σs flat Cuts 1/2 (see caption) 4.25±0.75 9.25±1.25
σp flat 0 to 20 kms−1 11.5±0.5 11.5±0.5
vs flat Cuts 1/2 (see caption) −246.25±1.0 −258.0±1.5
vp flat -252 to -242 kms−1 −245.25+0.75

−0.5 −245.25+0.75
−0.5

flocal derived – 70% (15.8/22.5) 85 % (27.0/31.6)

Table 2.2: Parameters, Priors, and Posteriors. σs and σp are the velocity dispersions of the sec-
ondary and primary populations. vs and vp are the average velocities of the secondary and primary
populations. xcen and ycen refer to the x and y centers of the secondary population. Note that the
data was rotated such that the x axis and the major axis are parallel. rtidal is the tidal radius in a top
hat model for the secondary population. Ftotal is the ratio of stars in the secondary population to
the total population. For the first section, the 4th and 5th columns denote the values when detecting
the two objects individually. The two cuts indicated in the table as “Cuts 1 and 2” are defined as
follows. Cut 1 is 0 ≤ σ ≤ 10kms−1 and −252 ≤ v ≤ −242kms−1 to find the cold spot object.
Cut 2 is 0≤ σ ≤ 20kms−1 and −267≤ v≤−237kms−1 to find the velocity offset object. In the
second section, the 4th and 5th column denote the values calculated for the two objects simultane-
ously using a 3-component model. The coordinates xcen and ycen of the objects were only allowed
to vary within ±0.1kpc of the value obtained from the Bayesian object detection method. flocal is
the weighted average fraction of secondary population stars in each secondary object’s location.
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lnB01 with lnB01 < 1, 1 < lnB01 < 2.5, 2.5 < lnB01 < 5, lnB01 > 5 corresponding to inconclusive,

weak, moderate and strong evidence, respectively, in favor of hypothesis H1 (as advocated by

Trotta (2008) ). The Bayes factor has the advantage that it is an output of our sampling algorithm

but, it inherently penalizes the model with a larger parameter space. This penalization encodes

Occam’s razor in the Bayes factor.

The DKL represents the information gain by switching from the posterior distribution of H0 to the

posterior distribution of H1. The DKL is written:

DKL(P1,P0) =
∫

ln
(

P(M |D ,H1)

P(M |D ,H0)

)
P(M |D ,H1)dM , (2.10)

where P0,P1 are the posterior distributions under hypotheses H0 and H1, respectively.

The DIC (Spiegelhalter et al. 2002), is related to the amount of information gained through the full

posterior as opposed to assuming only the prior probability distribution (i.e., DKL(P,Pr)):

DIC≡−2D̂KL(P,Pr)+2Cb (2.11)

where Cb ≡ χ2(M )− χ2(M ), χ2 ≡ −2ln(L ), and D̂KL(P,Pr) ≡ ln(L (M ))− ln(Z) (Trotta

2008).

We also introduce the total membership as a physically interpretable model selection method tai-

lored for the problem at hand. The membership that a star is part of the secondary population is

derived from the posterior by the ratio of the secondary likelihood to total likelihood (Martinez

et al. 2011). For the ith star, the membership is:

mi =
f (Ri)Ps(vi|Ri,Ms)

(1− f (Ri))Pp(vi|Ri,Mp)+ f (Ri)Ps(vi|Ri,Ms)
(2.12)

As the membership is derived from the posterior, each star will have its own probability distribu-

tion. Our data set contains 212 stars and so to simplify the analysis we use the average membership
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of each star’s probability distribution.

A global model selection parameter, the total average membership, can be found and interpreted

as the average number of stars contained in the secondary population. We find (see Figure 2.3-2.4)

that the membership correlates with each of the other model selection parameters (i.e., a model

with high evidence will have high membership and a model with low evidence will have low

membership).

2.3.3 Testing the Method with Mock Data

We created 100 mock data sets containing a second population to test whether known secondary

objects could be detected using our object detection method. The second populations were located

at either (0.2, -0.1) or (-0.23, 0.24) kpc (roughly the locations of the cold and velocity offset

objects). The kinematic and structural parameters of this second population were selected to mimic

the cold and velocity offset objects. The positions and velocity errors from the Ursa Minor data

set were used to simulate observational errors. To pick which population a star is assigned to, the

local fraction was found via Equation 2.8 and membership was randomly assigned with the second

population weighted by the local fraction. The primary population parameters were the best fit

values from Ursa Minor photometry and the kinematics of the entire sample: rtidal = 1.745 kpc,

rcore = 0.401 kpc, ellipticity εp = 0.56, σ = 11.5 kms−1, and v = −247 kms−1. The second

population’s base parameters were: εs = 0, θs = 0.0, Ftotal = 60/212, rcore = 0.05kpc, ∆vs =

0 kms−1, σ = 4kms−1, rtidal = 0.15kpc for (0.2, -0.1) location. For the (-0.23, 0.24) location, we

used a slightly larger value for tidal radius, rtidal = 0.25kpc. We note that both populations were

created assuming an underlying King profile but the object detection used a top-hat model when

finding the second population, identically to how the objects were found in the actual data. Each

individual mock data set had 1-3 secondary parameters that deviated from the base parameters to

test how each parameter affected the detection. In some sets we did not expect to find the secondary
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Figure 2.3: Model selection tests using DKL, DIC, logBF = lnB01 (cf., §2.3.2 for definitions)
for 50 mock data sets located at (0.2, -0.1). Also shown for comparison are the results for the
actual Ursa Minor data set. A more negative DIC favors the secondary object hypothesis more
strongly, while the same is true for larger values of DKL and Bayes factor. Left column: Figures
in column 1 show the results of the analysis of the mock data sets in exactly the same way as the
real data set was analyzed to look for the cold object with cuts on mean velocity and dispersion
given by 0≤ σ ≤ 10kms−1 and −252≤ v≤−242kms−1 (Cut 1). The top panel shows DKL, the
middle panel DIC and the bottom panel the logarithm of the Bayes factor (written in the text as
lnB01. Mock data sets that had second populations with significant differences in their kinematics
with respect to the background population were found with our object detection method. The
symbols are labeled/colored according to whether the x and y posterior is peaked compared to
the background around the locations of the secondary populations: peaked/found (red square), not
peaked/ not found (green x), possible peaks (blue triangle) and multiple peaks (light blue diamond).
The results for the actual Ursa Minor data set is shown as filled black circle. Right column: This
panel has the same symbols and colors as the left most column. The difference here is that the
velocity cuts used are broader (and the same as that used to find the velocity offset object). The
cuts are 0≤ σ ≤ 20kms−1 and −267≤ v≤−237kms−1 (Cut 2).
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and the Ursa Minor data. The layout is the same as Figure 2.3. The third column from left displays
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24



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20

P
r
o
b
a
b
l
i
t
y
 
D
i
s
t
r
i
b
u
t
i
o
n

 0

 0.2

 0.4

 0.6

 0.8

 1

-0.1 -0.05  0  0.05  0.1

P
r
o
b
a
b
l
i
t
y
 
D
i
s
t
r
i
b
u
t
i
o
n

 0

 0.2

 0.4

 0.6

 0.8

 1

-0.1 -0.05  0  0.05  0.1
P
r
o
b
a
b
l
i
t
y
 
D
i
s
t
r
i
b
u
t
i
o
n

 0

 0.2

 0.4

 0.6

 0.8

 1

-265 -255 -245 -235

P
r
o
b
a
b
l
i
t
y
 
D
i
s
t
r
i
b
u
t
i
o
n

y (arcmin)x (arcmin)

Average Velocity (km/s)Velocity Dispersion (km/s)

Figure 2.5: The posteriors for the secondary populations in Ursa Minor using the three-parameter
model. The secondary populations are fixed at (0.25,−0.07)kpc and (+0.24,0.23)kpc and allowed
to vary 0.1kpc in both coordinates. They correspond to the cold (black solid) and the velocity
offset (red dots) objects, respectively. Upper Left: The x coordinate posteriors for of the secondary
populations. Upper Right: The y coordinate posteriors for the secondary populations. Lower
Left: The velocity dispersion posteriors of the cold object (black solid), velocity offset object
(red dotted), and the primary (blue dashed). Lower Right: The average velocity posteriors of the
cold object (black solid), velocity offset object (red dotted), and the primary (blue dashed). The
secondary populations have distinct kinematic properties and are both localized.
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population, for example, if they had small tidal radius or small secondary population fraction.

The results for model selection of the DKL, DIC, lnB01, and total membership using two differ-

ent kinematic priors are summarized in Figure 2.3 (secondary population located at (0.2, -0.1))

and Figure 2.4 (secondary population located at (-0.23, 0.24)). In both figures, the two columns

show different kinematic priors with the left column showing the cuts to find kinematically cold

objects (0 ≤ σ ≤ 10kms−1, −252 ≤ v ≤ −242kms−1) and the right column has the cuts to find

objects with a significant velocity offset (0 ≤ σ ≤ 20kms−1, −267 ≤ v ≤ −237kms−1); this cut

will also find the kinematically cold objects, but in the Ursa Minor case the velocity offset ob-

ject was significantly more likely and tended to dominate the posterior. The symbols for these

columns are labeled/colored according to whether the x and y posterior was peaked (compared to

the back ground) around the location of the secondary population: peaked/“found” (red square),

not peaked/“not found” (green x), “possible” peaks (blue triangle), double peaked with one correct

(light blue diamond). Results for the actual Ursa Minor data with corresponding cuts are shown

as filled black circle. The “possible” peaks are posteriors where there was a peak near the second

population’s center, a small/medium peak somewhere else in the posterior, or a small peak at the

correct location. The double peaked data had one peak at the correct location and a second at

another location. The “possible” sets tended to span the border between “found” and “not found”

and were not easily categorized otherwise. This definition of “found”/“not found” corresponds to

higher likelihood values at the locations of secondary populations (similar to the K03 method).

Both Figures show a clear trend between the “found” and “not found” sets in all the model selection

methods. Note that more negative DIC corresponds to favoring the more complicated model. Sets

that are “not found” by the object detection have model selection criteria that is equivalent to

the model selection criteria of null hypothesis mock data sets (i.e., sets made with no second

population), cf., Section 2.4.1. Most importantly, the model selection criteria for the two objects

found in Ursa Minor data also lie in the “found” section of the mock data’s selection criteria. From

the analysis of these mock data sets we conclude that our method is fully capable of detecting the
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cold and velocity offset, and the model selection criteria favor the favor presence of two additional

components in Ursa Minor.

2.4 Results

We have found two objects in the Ursa Minor data set of Muñoz et al. (2005a) using a Bayesian

object detection method. The first object, referred to as the “cold object” here, is kinematically

cold, σcold = 3.5+1.8
−2.3 kms−1, with an average velocity close to that of the full Ursa Minor sample,

vcold = −246.8+1.8
−2.0 kms−1 . The location coincides with the location of the K03 stellar clump.

The second object, referred to as the velocity offset object, has a large average velocity offset

compared to the mean velocity of Ursa Minor, vvo =−258.8+2.0
−1.8 kms−1 with a dispersion of σvo =

8.8+1.5
−2.3 kms−1. The kinematics and structural properties are summarized in the first section of

Table 2.2. The model selection tests for the cold object are: Total Membership = 15.8, DKL = 4.8,

DIC = −26.1, lnB01 = 0.9. The model selection tests for the velocity offsets object are: Total

Membership = 27.0, DKL = 13.9, DIC = −36.5, lnB01 = 3.6. In Figures 2.3- 2.4 the results of

model selection test are plotted along side the mock set distributions (filled black dot) All of the

model selections tests favor the additional secondary objects with moderate to high significance

except for the Bayes factor which has weak to moderate significance for the cold and velocity offset

objects 4. This significance is based on the recommendations of Trotta (2008); Ghosh et al. (2006);

Spiegelhalter et al. (2002). However, it is important to judge the significance of the information

criteria and the Bayes factor for the problem at hand. We do this by generating null data sets and

deriving the information criteria and Bayes factor in the same way as the real data is handled.

When this test is performed, we find that the confidence levels of both objects are above the 98%

C. L. (see Table 2.2). In addition, all of the model selection values, for both locations/objects, lie

in the “found” region of the mock sets of Figure 2.3 -2.4 .

4Assuming a uniform prior on the tidal radius of the objects instead of a prior in log10 increases the B01 to 1.4 and
5.7 for the cold and velocity offset spots respectively.
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Figure 2.6: Histograms of DKL, DIC and Bayes factor from analyses of 1000 null hypothesis mock
data (top rows) and 1000 scrambled data sets (bottom rows) with Cut 1 (red dotted) and Cut 2 (blue
solid). The vertical lines show the DKL, DIC and Bayes factor values for the actual Ursa Minor
data set with Cut 1 (green dotted) and Cut 2 (magenta dot-dashed). The inferred confidence levels
for the Ursa Minor data is ≥ 98.5% for all tests.

2.4.1 Significance of Information Criteria and Bayes’ Factor

In order to assess the significance of the model selection tests, knowledge of the false positive rate

is helpful. We make use of two types of tests for false positives: null hypothesis mock data sets

and scrambled data sets. Null hypothesis mock data sets are constructed by redrawing the line-of-

sight velocities from a Gaussian with Ursa Minor kinematics5. To simulate positional and velocity

errors, the positions of stars and the line-of-sight velocity errors were kept. The scrambled sets

were constructed by repicking a random observed line-of-sight velocity and line-of-sight velocity

5We used v =−247.0kms−1 and σ = 11.5kms−1.
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error pair, without replacement, for each star in the data set. 1000 null hypothesis mock data sets

and scrambled data sets were constructed and analyzed with our object detection method.

The results of the object detection method and our employed model selection tests for the null

hypothesis mock data sets and the scrambled mock data sets are shown in the Figures 2.6. The

top and bottom rows refer to the null hypothesis and scrambled tests respectively. The DKL

(right column), DIC (middle column), and lnB01 (left column ) are binned and the maximum

is normalized to unity. The analysis with the cuts to find cold objects (0 ≤ σ ≤ 10kms−1,

−252 ≤ v ≤ −242kms−1) is shown in red, while that with cuts to find objects with significant

velocity offset (0≤ σ ≤ 20kms−1, −267≤ v≤−237kms−1) is shown in blue. The model selec-

tion results for the real Ursa Minor data are plotted as vertical lines: cold object with green dotted

line and velocity offset object with purple dash-dot line. The confidence levels of the model selec-

tion criteria for the null hypothesis mock data sets and scrambled data sets are above the 98.5% c.

l. with every model selection criteria. They are summarized in Table 2.3. Even though the lnB01

shows weak evidence for the cold object according to standard definitions, it is still above the 95%

confidence level for both the null hypothesis mock data sets and scrambled data sets.
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2.4.2 Narrowing down secondary population parameters using a 3-component

model

In the detection phase, the kinematic properties of one object is determined while the other is part

of the background. To reliably calculate the kinematic properties of each secondary object we

introduce a model with two secondary populations fixed within 0.1 kpc from the best-fit center

locations. Equation 3.15 is modified to include a third component. Two normalization parameters

are required, α2 = N2
N1

, and αp =
Np
N1

where N1 and N2 denote the normalization of the first and

second object. The results for the kinematic parameters are: σcold = 4.3± 0.8kms−1, vcold =

−246.3±1.0kms−1, σvo = 9.3±1.3kms−1, and vvo =−258.0±1.5kms−1, respectively. These

values are in full agreement with the values obtained using the two-component (Bayesian object

detection) method.

The normalization ratios, as defined, are not easily interpreted. So we introduce a derived parame-

ter, local fraction or flocal , that is defined as the weighted average of stars with memberships greater

than 50% in the secondary population compared to the total number of stars within the secondary

object’s tidal radius. In short, it is a measure of the fraction of secondary stars in each object’s

location. We derive flocal,cold = 15.8/22.5 or 70% and flocal,vo = 27.0/31.6 or 85%. Clearly, we

are able to find these objects only because they seem to have a high local fraction. The kinematics

and structural properties of the secondary population model are summarized in the second section

of Table 2.2. In upper left and right panels of Figure 2.5, we have plotted the posteriors for the x

and y centers, respectively, for the cold (black solid) and velocity offset objects (red dotted). The

centers for the cold and velocity offset object are (0.25,−0.07) kpc and (+0.24,0.23) kpc and the

two panels show the deviation from the “fixed” centers. The lower right (lower left) panel of Fig-

ure 2.5 is the posterior of the σs (vs) for the cold (black solid), velocity offset objects (red dotted),

and primary (blue dashed). The Bayes factor of this model is 10.0. The 3 component model is

highly favored compared to the null model.
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An increased prior volume for the centers and tidal radius in the 3-component model changes

the posteriors for the structural parameters of the velocity offset object but does not change it’s

kinematics. By only allowing more freedom in the location of the centers (200 pc versus 100 pc)

the posteriors of both centers gain tails. An increase in the maximum tidal radius (in the prior) of

the objects (500 pc from 300 pc) increases the size of the velocity offset object and moves its center

roughly 150 pc away from the center of Ursa Minor while the same change introduces tails in the

posterior of the cold object. This change is from several stars in the outer region of Ursa Minor

that have consistent kinematics with the velocity offset object. Given these results, it is fair to say

that the the size and center of the secondary objects are not known with high precision and more

data will help considerably. However, our conclusions regarding kinematics seem to be robust.

2.4.3 Perspective Motion

Line-of-sight velocity measurements for the Milky Way satellites receive a small contribution from

x and y direction velocities of the star (where z is along the line-of-sight to the center of the galaxy),

and this contribution increases with distance from the center (Feast et al. 1961; Kaplinghat & Stri-

gari 2008). A similar contribution could also arise due to solid-body rotation or some other physical

mechanism (such as tides) that leads to a velocity gradient. Motivated by the large velocity-offset

we found, we ask whether the inclusion of this effect changes our conclusions. The observed

line-of-sight velocity of a star may be written as,

vlos = vz− vxx/D− vyy/D (2.13)

where D is the distance to the galaxy and (x,y) are the projected coordinates on the sky. This

method has been applied to the dSph’s Carina, Fornax, Sculptor, and Sextans with results that agree

HST and ground based proper motion measurements (Walker et al. 2008). Observations from the

HST find a proper motion for Ursa Minor of (µα ,µδ ) = (−50± 17,22± 16)mas century−1 (Pi-
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atek et al. 2005). The proper motion we find assuming only a single kinematics population is

(µα ,µδ ) = (529±848,−280±449)mas century−1, which is an order of magnitude larger (when

comparing the mean) than the HST measurement and has enormous error bars. To see how much

of an effect that the secondary objects have on this calculation we repeat the measurement and

remove stars from the sample in three ways: remove stars with high membership in the velocity

offset object, high membership in both objects, or remove all stars in the object’s location. The

proper motions are measured to be: (µα ,µδ ) = (117± 90,163± 127)mas century−1, (µα ,µδ ) =

(−84±79,−185±174)mas century−1, and (µα ,µδ ) = (−67±60,−203±181)mas century−1 re-

spectively. These comparisons provide clear proof that it is hard to estimate the tangential velocity

with perspective motion if there are secondary populations in the data set.

To investigate this issue further we run a three-component model to detect the two secondary

objects when including perspective motion. We add this effect into our likelihood function by

changing the model velocity for all three components (cf., vp,s in Equation 2.4) to vlos,i given by

Equation 2.13 with xi and yi for each star measured from the center of Ursa Minor. Each component

has its own vz but vx and vy are the same for all three components. Note that the actual tangential

velocity of the two secondary components is now implicitly tied to the vz value – there is no hope

of disentangling them given the small projection on the sky of the secondary components. We then

impose the same constraints on the center as before (cf., §2.4.2). We find results that are consistent

with those we found in §2.4.2 in the absence of perspective motion: xcold = 0.245+0.03
−0.04kpc, ycold =

−0.065+0.015
−0.025kpc and xvo =−0.275+0.04

−0.035kpc, yvo = 0.24±0.025kpc. The kinematic properties are

the same as without perspective motion except with larger error bars. Thus the three-component

model with the prior on the centers provides a different fit and favors the presence of the secondary

objects over perspective motion. Had perspective motion or a velocity gradient or rotation been a

better fit to the likelihood instead of either of the objects, this would not have been the case since

the likelihood allows for the freedom to dial down the fraction of stars in the secondary objects.

In this three-component fit, the mean velocity of Ursa Minor is (−311±212,−548+357
−324,−245.5±

0.75) kms−1, in good agreement with the results obtained when stars in the locations populated
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by the secondary populations are removed.

We also explored the effect of using the Bayesian object detection method with perspective motion.

This could lead to faulty results (and we show below that it does) because the velocity offset spot

has a large impact on the determination of the background parameters – specifically the perspective

motion. With the velocity cuts to find the cold object, we find a mean velocity for Ursa Minor of

(−100+100
−100,−1125+275

−250,−247.5+0.5
−0.5)kms−1 and a dispersion in the line-of-sight velocity of 11.0±

0.5kms−1. The dispersion of the cold object is now consistent with zero at about 1-σ , 3.25±

3.0 kms−1 and the location of the centers is now much less well-determined. However, the values

obtained for the perspective motion are unphysically large and hence this is clearly not the correct

model to be considering. With the ±20kms−1 velocity cut (to find the velocity offset object), we

find a mean velocity for Ursa Minor of (−200+150
−150,−1175+400

−400,−247+1.0
−1.25)kms−1 and 10.75±

0.5 kms−1 for its dispersion in the line-of-sight velocity. The center, as with the other object, is

no longer tightly constrained, and the hint for deviation in mean velocity for this object is muted

(−258+7.5
−4.5 kms−1). Thus, we arrive at the conclusion (unsurprisingly) that varying background

parameters in Bayesian object detection methods can lead to faulty results in data sets containing

multiple signals if those signals have a significant effect on the determination of the background

parameters. In particular, for this analysis we saw that the presence of the velocity offset spot

affects the magnitude and the direction of the inferred tangential motion and hence the object

detection method has trouble fitting one secondary location and perspective motion. But with two

localized secondary populations and perspective motion the method still picks out both secondary

objects. Thus, the three component model is preferred by this data set.

A tangential velocity measured using perspective motion could also be hiding a possible solid-

body rotation. An order of magnitude estimate of this rotation speed would be vrot =
Re
D

√
v2

x + v2
y

(Re = 445± 44 pc,D = 77± 4 kpc). Using the results presented in this section, we calculate:

vrot ∼ 7kms−1 with entire data set, and vrot ∼ 4kms−1 when the velocity offset population is

removed, and when both secondary populations are removed or when all stars near the secondary
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populations are removed. The rotation speeds are all comparable but in each estimate the rotation

is about a different axis. The summary of our results from this section is that a larger data set is

required to simultaneously constrain properties of the secondary populations and rotation or proper

motion. The results of our three-component analysis suggest that the data prefer the presence of

both secondary objects to perspective motion (or a rotation that masquerades as it).

2.5 Discussion

We discuss how our results compare to previous work and possible explanations for our results.

K03 utilized a likelihood test comparing two (Ursa Minor dSph plus a secondary population) and

one component kinematic models to estimate the locations of secondary populations and to find

the best fit parameters of the secondary populations. They discovered a stellar clump (a likelihood

ratio of ∼ 104) located at (10′,4′) (on-sky frame relative to the Ursa Minor center) with kinematic

parameters, σ = 0.5 kms−1, vs = −1 kms−1 and clump fraction of 0.7 (fraction of stars in the

second population). The kinematically cold object found with our object detection method is

centered at (10.8′± 1.8,5.5′± 0.9) (on-sky frame relative to Ursa Minor center), has a size of

6.7′± 0.5, with kinematic properties σ = 4.25± 0.75 kms−1, and ∆v = −1.1+1.5
−1.25 kms−1. The

difference between our results and those of K03 lie in the velocity dispersion of the cold object.

We have considerably more stars (in total 212 to 134 of K03) and are therefore able to infer the

dispersion with much greater confidence. We find the mean value for the velocity dispersion to be

close to 4 kms−1, similar to the dispersion of Segue 1 dSph (Simon et al. 2011). In addition, our

methodology allows us to compute error bars on model parameters.

The main uncertainty in our estimates of the dispersion for cold and velocity offset objects is the

presence of perspective motion or solid-body rotation. Perspective motion by itself cannot explain

these secondary populations. A three-component analysis (i.e., main Ursa Minor population and

both secondary populations) with the coordinates of the centers fixed to within 100 pc and in-
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cluding perspective motion (with unconstrained tangential velocity) prefers the presence of both

the secondary populations. In this analysis, the velocity dispersions of the cold or velocity off-

set objects are not significantly different from the values obtained without including perspective

motion.

To estimate the luminosity of the secondary objects, we use the total membership of the objects

with the assumption that the stars were drawn uniformly from the three distributions of Ursa Minor.

We find the luminosity of the cold and velocity offset objects to be 4× 104 L� and 6× 104 L�.

The luminosity of the K03 object is 1.5× 104 L�, and given the uncertainties we would chalk

this down as agreement between the two analyses. The dynamical mass within half-light radius

of dispersion supported systems can be estimated to about 20% accuracy using the line-of-sight

velocity dispersions and the half-light radius (Walker et al. 2009b; Wolf et al. 2010). Assuming

that the ratio of r1/2/rtidal of the objects is the same as that of Ursa Minor, we find M1/2 = 6×

105 M�, and M1/2 = 5× 106 M� for the cold and velocity offset object. From this M/L(r1/2) ≈

30 M�/L� and M/L(r1/2) ≈ 175 M�/L� for the cold and velocity offset objects. If we use this

same estimator to find the velocity dispersions assuming the objects are relaxed systems with only

stellar components and M/L = 2 (as in K03), we estimate a velocity dispersion of σ = 1.0 kms−1

for both the cold and velocity offset objects. This differs from the velocity dispersion found through

our object detection method by 4 σ and 6.6 σ for the cold and velocity offset objects, respectively.

Note that the estimator for M1/2 assumes that the system is dynamical equilibrium, which may

not be the case here. If our current results hold up with the addition of more data, then either

these objects have highly inflated velocity dispersions due to the influence of motion in binary

stellar systems or tidal disruption, or these objects really do have a much larger mass than inferred

from their luminosities. In the latter case, we would have found a satellite of Ursa Minor, the first

detection of a satellite of a satellite galaxy. We discuss each of these possibilities briefly below.

Contribution of binary orbital motion to the line-of-sight velocities can inflate the observed line-

of-sight velocities of stars (Aaronson & Olszewski 1987; Hargreaves et al. 1996; Olszewski et al.
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1996; Minor et al. 2010; McConnachie & Côté 2010). A galaxy with a lower intrinsic velocity

dispersion has a higher chance of having its observed dispersion inflated. A dSph with a velocity

dispersion between 4 and 10 kms−1 is highly unlikely to be inflated by more than 30% (Minor

et al. 2010) (for an application of this method see Simon et al. (2011); Martinez et al. (2011)). The

objects we have found have observed velocity dispersions in this range. Assuming both objects are

inflated by 30%, their actual intrinsic velocity dispersion would be between 2.5−3.3 kms−1 and

7.1 kms−1 respectively, for the cold and velocity offset objects. These velocity dispersions are still

much higher than 1 kms−1 (that is expected for a relaxed stellar system, i.e. a globular cluster). It

is unlikely that binary orbital motion alone can account for the large velocity dispersions inferred

from this data set for both secondary populations. With multi-epoch data, we will be able test this

hypothesis directly as was done for Segue 1 dSph (Martinez et al. 2011).

To assess the effect of tidal disruption from Ursa Minor we calculate the Jacobi Radius, rJ , and

compare rJ to the mean tidal radius estimated from our three-component analysis. To calculate the

Jacobi radius, we consider both an NFW (Navarro et al. 1997) and a pseudo-isothermal (cored)

profile for the halo of Ursa Minor. To set the NFW density profile of Ursa Minor, we pick NFW

scale radius rs = 1 kpc and estimate the density normalization ρs using M1/2 values from Wolf et al.

(2010) for a NFW profile. We find that if the actual distance of the center of the objects is equal to

the projected distance from the center of Ursa Minor, then rJ < rt . If the objects are further than

about 1 kpc away, then rJ > rt with the NFW profile. The situation for a pseudo-isothermal profile

(1/(r2 + r2
0)) with r0 = 300 pc is similar, with rJ > rt if the objects are further than about 1-2 kpc

from the center of Ursa Minor. The rJ estimates indicate that tides from Ursa Minor could have

an effect on these objects even if they are protected by their own dark matter halos. The survival

of globular cluster sized objects in dSphs has far-reaching implications for the density profile of

the host halo (Kleyna et al. 2003; Goerdt et al. 2006; Strigari et al. 2006; Cowsik et al. 2009; Lora

et al. 2012). The objects we find are more extended and massive than the globular cluster sized

objects considered in such work in the past. Thus these constraints will have to re-evaluated.
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Generically, the estimated high dispersions of these objects and their survival are facts at odds with

each other. The age of Ursa Minor (∼ 12 Gyr) is much longer than the crossing time for stars

inside Ursa Minor of ∼ 150 Myr (assuming a typical velocity of 10kms−1). The crossing times

for the stars in the cold and velocity offset object are ∼ 50 Myr. These objects have had time to

make multiple orbits around Ursa Minor and it is hard to see how they could have survived given

the short crossing times unless they have been recently captured by Ursa Minor and are now the

process of tidal disrupted (which would account for the inflated velocity dispersion). However,

this is not a likely scenario since Ursa Minor probably fell into the Milky Way early, between 8-11

Gyr (Rocha et al. 2011), and capturing a large object after that is unlikely. It is more reasonable to

assume that these objects have survived for long because they were protected by a dark matter halo

of their own. The reality is probably more complicated: these objects may have their own dark

matter halos and at the same time are being tidally disrupted. These implications are intimately

tied to the dark matter halo of Ursa Minor and pinning down the properties of these objects would

help to decipher if the dark matter halo of Ursa Minor has a cusp or a core.

2.6 Conclusion

We have presented a method for finding multiple localized kinematically-distinct populations (stel-

lar substructure) in line-of-sight velocity data. In the the nearby dwarf spheroidal galaxy Ursa

Minor, we have found two secondary populations: “cold” and “velocity offset (vo)” objects. The

estimated velocity dispersions are σcold = 4.25± 0.75 kms−1 and σvo = 9.25± 1.25 kms−1, and

the estimated mean velocities are vcold = −246.25± 1.0 kms−1 and vvo = −258.0± 1.5 kms−1.

They are located at (0.25+0.04
−0.06,−0.07+0.03

−0.07) kpc (cold object) and (−0.24±0.09,0.23±0.02) kpc

(velocity offset object) with respect to the center of Ursa Minor. The location of the cold object

matches that found earlier by Kleyna et al. (2003), but our results reveal that the velocity dispersion

of this cold object could be large with a mean value close to 4 kms−1. To assess the significance
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of our detection’s, we employed the Bayes Factor and information criteria DKL and DIC supple-

mented with the analysis of mock data sets with secondary populations, null hypothesis mock data

sets and scrambled data sets. The two secondary objects have > 98.5% C.L. in all the model

selection tests employed.

If the velocity dispersions are as large as our Bayesian analysis seems to indicate, then these objects

are likely undergoing tidal disruption or are embedded in a dark matter halo. The two possibilities

are not exclusive of each other. If these objects are dark matter dominated, this would be the first

detection of a satellite of a satellite galaxy.

As emphasized by Kleyna et al. (2003) the presence of localized substructure has important im-

plications for inner density profile of the dark matter halo of Ursa Minor. The shape of the inner

profile (cusp or core) has important implications for the properties of the dark matter particle with

cold dark matter model predicting a cuspy inner density profile. If the stellar substructure is hosted

by its own dark matter halo, then it has further implications for dark matter models since this would

likely be the smallest bound dark matter structure discovered.
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Chapter 3

Multiple Chemo-Dynamical Stellar

Populations in the Ursa Minor Dwarf

Spheroidal Galaxy

3.1 Summary

We present a Bayesian method to identify multiple stellar populations in dwarf spheroidal galaxies

(dSph) utilizing line-of-sight velocity, metallicity, and positional stellar data without the assump-

tion of spherical symmetry, building on the work of Walker & Peñarrubia (2011a). The method

includes a novel method for Milky Way background removal. We apply this method to a new

Keck/DEIMOS spectroscopic survey of Ursa Minor dSph. This survey contains over 800 dSph

members, making this the largest spectroscopic sample containing both line-of-sight velocity and

[Fe/H] measurements in Ursa Minor. Our Bayesian method detects two distinct chemo-dynamical

stellar populations with high significance (in Bayes’ factor, lnB = 41). The kinematically colder

population (radial velocity dispersion of 5.3+0.5
−0.5 kms−1) is comparatively more metal rich and more
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Figure 3.1: Color magnitude diagrams for all stars with spectroscopic measurements. Red and
blue points correspond to target selection for potential Ursa Minor and Milky Way members re-
spectively. Stars with black x’s that pass the color-magnitude selection with consistent theoretical
isochrones. Black lines are Dotter et al. (2008) 10 Gyr, [Fe/H]=-2 isochrones in different color-
magnitude bands. Blue boxes and lines represent the horizontal branch selections. The 5 panels
correspond to the photometric set utilized to select the star and the year in the title corresponds
to the observing epoch. 903 stars pass the color-magnitude selection, of which there are 111 stars
with 2 measurements and 9 stars with 3 measurements (see Section 3.2.6).

centrally concentrated than the hotter population (13.9+1.0
−0.9 kms−1). The hotter population is more

spherically distributed than the colder population. We discuss systematics and peculiarities in both

populations that prohibit a clean measurement of the mass slope. We provide a summary of the

mass measurements of the separate chemo-dynamical populations for all the bright Milky Way

dSphs and reaffirm the “too big to fail” problem.

41



Table 3.1: Observation Log

Slitmask No. of Targets Date Airmass Seeing Exposures
Umi1a 125 2009 Feb 22 1.99 0.71′′ 3 × 1200 s
Umi2a 134 2009 Feb 22 1.79 1.00′′ 2 × 1200 s, 1400 s
Umi3a 137 2009 Feb 23 1.48 0.98′′ 3 × 1200 s
Umi6a 137 2009 Feb 23 1.57 0.93′′ 3 × 1200 s

Umima1 85 2010 May 11 1.50 0.78′′ 3×1200s
Umima2 27 2010 May 11 1.48 0.55′′ 3×1200s
Umima3 18 2010 May 11 1.52 0.67′′ 3×1200s
Umimi1 36 2010 May 12 1.50 0.64′′ 3×1200
Umimi2 12 2010 May 12 1.46 0.71′′ 3×1200
Umimi3 10 2010 May 12 1.50 0.84′′ 3×1200
Umix1 20 2010 May 11 1.64 0.82′′ 3×1200
Umix2 25 2010 May 11 1.81 0.87′′ 1×1200

2010 May 12 1.81 0.91′′ 1×1500
Umix4 78 2010 May 12 1.64 0.82′′ 3×1200
uss-1 68 2012 April 19 1.58 1.1′′ 3×1020 s

68 2012 April 23 1.60 0.8′′ 1×1020 s
uss-2 57 2012 April 19 1.74 1.0′′ 2×1020 s, 600 s
uss-3 74 2012 April 21 1.55 0.5′′ 3×960 s
uss-4 66 2012 April 21 1.70 0.7′′ 3×960 s, 480 s
uss-5 27 2012 April 21 1.49 0.5′′ 2×960 s
uss-6 13 2012 April 22 1.49 0.7′′ 2×960 s, 900 s
uss-7 17 2012 April 23 1.49 0.9′′ 2×1020 s
uss-8 57 2012 April 22 1.56 0.9′′ 2×1080 s, 1170 s
uss-9 24 2012 April 23 1.55 0.7′′ 1×1080 s, 1020 s

uss-10 65 2012 April 22 1.47 0.8′′ 3×1020 s
uss-11 56 2012 April 21 1.48 0.5′′ 3×960 s
uss-12 54 2012 April 23 1.47 0.9′′ 3×1020 s

a Observations by (Kirby et al. 2010).
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3.2 Data

3.2.1 Observations and Target Selection

Spectroscopic observations were carried out February 22–23 2009 (first presented by Kirby et al.

2010), May 11–12 2010, and April 20–22 2012 on the Keck/DEIMOS spectrograph (Faber et al.

2003). We used the 1200G diffraction grating, which has a groove spacing of 1200 mm−1 and

a blaze wavelength of 7760 . The grating was tilted such that the typical central wavelength of a

spectrum was 7800 , and the typical wavelength range was about 2600 . In practice, the wavelength

range for each spectrum varied by up to 300 depending on the location of the slit along the

dispersion axis. The grating was used in first order, and higher orders were blocked with the

OG550 filter. DEIMOS has a flexure compensation system that keeps the wavelength calibration

stable to within ∼ 0.05 over a full night.

Spectroscopic targets were selected from various photometric catalogs. Where the slitmask design

constraints forced a choice among multiple candidates, we prioritized stars on the red giant branch

(RGB). Kirby et al. (2010) described the slitmask design for the 2009 observations. Targets were

selected from Bellazzini et al.’s (2002b) photometric catalog in the V and I filters. We used the

color–magnitude diagram (CMD) in conjunction with Yonsei-Yale isochrones (Demarque et al.

2004) to inform the selection. Targets were selected between a blue bound and red bound. The blue

bound was 0.1 mag bluer in de-reddened (V − I)0 than a 2 Gyr isochrone with [Fe/H] =−3.76 and

[α/Fe] = 0.0. The red bound was a 14 Gyr isochrones with [Fe/H] = +0.05 and [α/Fe] = +0.3.

Horizontal branch (HB) stars were also selected from a box in the CMD: 20.5 > I0 > 19.0 and

−0.20 < (V − I)0 < 0.65. Brighter stars were given higher priority.

Slitmasks from the 2010 observations were designed from SDSS ugriz photometry (Abazajian

et al. 2009). Stars were selected to lie within a color range around a 14.1 Gyr, [Fe/H] = −1.63,

Padova isochrone (Girardi et al. 2004). The allowed range was 0.4 mag bluer and 0.3 mag redder
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in (g−r)0 color. We also selected HB stars from a box in the CMD: 21 > r0 > 20 and−0.4 < (g−

r)0 < 0.0. As for the 2009 observations, brighter stars were given higher priorities for spectroscopic

selection.

Because there is no published photometric data set for Ursa Minor that covers the full extent of

the galaxy and is sufficiently deep for our purposes, the spectroscopic target selection for the 2012

observing run relied on a number of different sources.

UMi has been observed by the Sloan Digital Sky Survey (SDSS), but the SDSS DR7 (Abazajian

et al. 2009) coverage nearly bisects the galaxy along its major axis, with the southeast half of the

galaxy included but no data in the northwest half. SDSS DR8 (Aihara et al. 2011a), in contrast,

contains several stripes crossing the galaxy from southeast to northwest, with ∼ 20′ gaps between

each stripe. The difference in coverage between DR7 and DR8 is a result of different data quality

criteria in the SDSS processing of those data sets (N. Padmanabhan 2012, private communication),

but there is no evidence for systematic photometric errors in either the DR7 or DR8 imaging in

this region. We therefore generated a combined SDSS DR7 + DR8 catalog for Umi, using DR7

measurements where available and DR8 elsewhere.1

In addition to SDSS, we used the wide-field Washington/DDO51 photometry of Palma et al.

(2003b) the deeper VI imaging of Bellazzini et al. (2002b) in the center of the galaxy, and deep,

wide-field gr imaging covering 1 deg2 with CFHT/Megacam by Muñoz et al. (in prep.). These

catalogs were merged with the SDSS data taking precedence, followed by stars in the Palma, Bel-

lazzini, and Muñoz, in that order. For the latter three data sets, we applied zero point offsets to

the astrometry so that the median position differences with respect to SDSS DR9 of all stars in

common were zero.

Spectroscopic targeting priorities for stars in the SDSS, Bellazzini, and Muñoz data sets were

1DR8 contained an astrometry error of up to 0.25′′ for northern targets (Aihara et al. 2011b; Ahn et al. 2012), so
for stars in the DR8 photometric catalog we used the corrected positions provided in the early release of DR9 (Ahn
et al. 2012).
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determined using [Fe/H] = −2, 10 Gyr isochrones from Dotter et al. (2008). The RGB selection

window was defined so as to include all obvious members of UMi near the center of the galaxy,

with more generous color limits to the blue side of the RGB to allow for unusually metal-poor stars.

We constructed a similar selection window for horizontal branch (HB) stars by generating a large

number of synthetic HB stars with the online code provided by Dotter et al. (2007) using the same

age and metallicity as for the RGB and then fitting a polynomial to determine the luminosity of

the HB as a function of color. We assigned RGB candidates higher priorities than HB candidates,

with relative priorities determined by magnitude within each category (where preference is given

to brighter stars), and then added priority bonuses for stars already confirmed to be UMi members

by Palma et al. (2003b) or the 2009/2010 Kirby data sets described above. Stars located within

the bounds of either of the two possible substructures in UMi identified by Pace et al. (2014)

were given the highest priorities, and then slitmasks were placed to ensure full coverage of both

substructures.

3.2.2 Reductions

We reduced the DEIMOS data using the spec2d pipeline developed by the DEEP2 team (Cooper

et al. 2012; Newman et al. 2013a). The pipeline cuts out the spectrally dispersed image of each

slit from the raw data. The image is flat fielded, and a two-dimensional wavelength solution is

calculated from an exposure of He, Ne, Ar, and Xe arc lamps. The stellar spectrum is extracted

and made into a sky-subtracted, wavelength-calibrated, one-dimensional spectrum. We made some

improvements to the pipeline appropriate for our purposes. For example, the procedure for defining

the extraction window was optimized for extracting unresolved stars rather than extended galaxies

(Simon & Geha 2007b).
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3.2.3 Radial Velocity Measurements

We measured radial velocities for each star by comparing the spectra with a set of template spectra

measured with DEIMOS. We adopted this procedure from Simon & Geha (2007b), who also

obtained the template spectra that we used. The velocities were calculated from the wavelength

shift in log space that minimized χ2 between the target and template spectra. This procedure is

similar to a cross-correlation (Tonry & Davis 1979), but it also takes into account variance in the

observed spectrum.

We checked each radial velocity measurement by plotting the template spectrum on top of the

target spectrum shifted into the rest frame. In several cases, the velocity measurement clearly

failed, and the spectra did not line up. The typical cause was an artifact at the edge of the target

spectrum. In these cases, we masked out the offending region of the spectrum and repeated the

velocity measurement.

We calculated velocity errors by resampling the target spectrum 1000 times. In each Monte Carlo

trial, we constructed a new spectrum by perturbing the original flux value. The magnitude of

the perturbation was sampled from a Gaussian random distribution with a variance equal to the

variance estimated for that pixel by spec2d. The velocity error was equal to the standard deviation

of all of the Monte Carlo trials. Simon & Geha (2007b) found from repeat measurements of the

same stars that this statistical error was an incomplete description of the total error. Following their

example, we calculated the total error by adding a systematic error of 2.2 km s−1 in quadrature with

the Monte Carlo statistical error.

3.2.4 Metallicity Measurements

We measured metallicities by comparing the continuum-normalized observed spectra to a grid of

synthetic spectra. This procedure is identical to that of Kirby et al. (2008, 2010). We started
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with a guess at the effective temperature, surface gravity, and metallicity of the star by combining

the stars’ colors and magnitudes with theoretical isochrones. The temperature and metallicity

were allowed to vary to minimize χ2 between the observed spectrum and the synthetic grid. Our

measured value of [Fe/H]2 is the one that minimized χ2.

Errors on [Fe/H] were estimated from the diagonal terms of the covariance matrix. This is an

incomplete estimate of the error, largely due to covariance with temperature. Kirby et al. (2010)

found that adding a systematic error of 0.11 dex in quadrature with the statistical error is an ade-

quate estimate of the error. We adopted the same approach.

3.2.5 dSph Membership

We determine tentative membership with the combination of spectral line features and color-

magnitude selection. Due to M dwarfs have strong, highly damped Na I doublets by virtue of

their high surface gravities. Giants have weaker doublets. The equivalent width of the doublet

increases very sharply for stars with logg > 4.5 (see Figure 6 of Kirby et al. 2012). Therefore, we

rejected any stars displaying strong Na I doublets with large damping wings.

Each observing epoch (2009, 2010, and 2012) had a different selection process (including both

different photometric data and theoretical isochrones) to differentiate UMi and MW stars. We

minimize some uncertainties by applying the same isochrones ([Fe/H] = −2, 10 Gyr isochrones

from Dotter et al. (2008)) to each photometric data set and utilizing g-i vs r color magnitude

diagrams instead of g-r vs r for the 2010 SDSS selection. After examining the velocities we found

the 2012 selection was too loose and the 2009, 2010 epochs too generous; we therefore adopt final

color cuts in between. The final red giant branch (RGB) cuts are: 0.18 redder and 0.09 bluer from

V-I for Bellazzini et al. (2002a); Palma et al. (2003a) stars, 0.20 redder and 0.15 bluer in g-i vs r

for Abazajian et al. (2009); Aihara et al. (2011a) stars, and 0.06 redder, 0.12 bluer from a g-r vs

2[Fe/H] = log n(Fe)/n(H)
n�(Fe)/n�(H) where n is atomic number density.
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r for Muñoz et al. (in prep.) stars. Larger blue horizontal branch windows were applied: a box

between 19 < I < 20.5 and −0.2 < V− I < 0.5 for Bellazzini et al. (2002a); Palma et al. (2003a)

stars, 0.4 magnitude from the horizontal branch of M13 for (Abazajian et al. 2009; Aihara et al.

2011a) stars, and within 0.1 magitude if 0.0 < g− r < 0.55 and 0.3 if g− r < 0.0 for Muñoz et

al. (in prep.) stars. The stars: s0516520, s4958062, s0516121, 2783671763197, 2783671763111,

1337533907250, and 1338070515785 are removed due to spectral features. Any remaining Milky

Way (MW) contaminants are removed statistically by including a MW foreground model (see

Section 3.3.1).

3.2.6 Repeat Measurements

Due to the inhomogeneous nature of our photometric catalogs, we determine stars with multiple

measurements by matching stars within 1′′ of one another. We find 107 stars with two spectral

measurements and 9 stars with three measurements. We define the normalized difference as δv,12 =

(v1− v2)
√

ε2
1 + ε2

2 . In Figure 3.3, we bin the normalized difference of the line-of-sight velocity

and metallicity. Magenta and cyan bins refer to two and three repeated measurements respectively.

Overlaid is the expected Gaussian distribution (with a dispersion of 1). The tails could be due

to unresolved binary stars. We exclude the stars with δv,12 > 10 from the analysis. Two stars

have repeated measurements from within the same observation epoch (‘Bel10018’ and ‘s9665803’)

while the last is between the 2010 and 2012 epochs.

In Figure 3.4, we compare the line-of-sight velocities and metallicities. The righthand panel com-

pares the first to the second (or third) measurement. The middle panel displays a zoomed in region

centered on the average velocity of the UMi. The left-hand panel compares metallicity measure-

ments. In all panels, the one-to-one line is shown. The repeated measurements agree with one

another within errors.
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with repeated measurements (δvelocity). The expected difference is Gaussian with a dispersion of
1. The outliers with a normalized difference greater than 10 are excluded from our analysis. The
distribution is potentially widened due to binary stars.
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3.3 Multi-Population Methodology

To disentangle chemo-dynamical populations, we need a statistical framework and a method for

model selection. This analysis builds upon the statistical framework of WP11 by extending both the

stellar distribution and selection function to axisymmetric systems and by including a dynamical

Milky Way model. We address the significance of additional populations by computing the Bayes’

Factor between single and multi-population models (see Section 3.3.4).

The probability of observing a data point, xxxi, assuming a particular hypothesis or model, H, charac-

terized by parameters, M , is given by the likelihood: L (xxxi|M ) = P(xxxi|M ,H). This generalizes

to a data set: xxx = {xxxi} and L (xxx|M ) = ∏i L (xxxi|M ). We are interested in solving for the model

parameters, found by determining the posterior distribution, P(M |xxx,H). The posterior and like-

lihood are related via Bayes’ Theorem:

P(M |xxx,H) =
L (xxx|M )Pr(M ,H)

P(xxx,H)
, (3.1)

where Pr(M ,H), is the prior distribution representing any previously known information about

the model under consideration and P(xxx,H), is the marginal likelihood, a normalizing factor. The

marginal likelihood is commonly referred to as the Bayesian Evidence in Astrophysics. It is given

by:

Z = P(xxx,H) =
∫
M

P(xxx|M ,H)Pr(M )dM . (3.2)

For parameter estimation, computing the normalization is unnecessary but it is useful for model
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selection (see Section 3.3.4).

The likelihood of observing a star in a dSph containing two stellar components containing a Milky

Way background is (e.g. Martinez et al. 2011; Walker & Peñarrubia 2011a):

L (xxxi|M ) = fMWLMW(xxxi|MMW)+ f1L1(xxxi|M1)+ f2L2(xxxi|M2) , (3.3)

where the subscript in L and f refers to the corresponding population and M = {MMW,M1,M2}.

For brevity, we drop |M from the likelihood argument for the reminder of the section. The MW

subscript denotes the foreground model which is discussed in more detail in the following sub-

section. The fractions are enforced to be: fMW + f1 + f2 = 1. This method can be extended to

additional populations with the constraint ∑
Npop
i=1 fi = 1 (e.g. Amorisco & Evans 2012c).

For our analysis, we consider the datum point, xxxi = (x,y,vlos,εlos,m,εm)i, containing spatial, ve-

locity, and metallicity information. We refer to a general metallicity tracer as m in this section. Our

analysis utilizes measurements of the iron abundance, [Fe/H]. Other works have utilized different

metallicity tracers, for example, the Ca II triplet (Battaglia et al. 2008a), or the ΣMg index (WP11).

We assume that the spatial, velocity, and metallicity likelihoods in a stellar population in a dSph

are independent of one another, therefore:

Ln(xxxi) = L velocity
n (vi,εlos, i)L

spatial
n (xi,yi)L

metallicity
n (mi,εm, i) , (3.4)

where the superscript refers to the likelihood for the velocity, spatial, or metallicity distributions.

We model the velocity and metallicity likelihoods as Gaussian distributions. The velocity likeli-
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hood of a population with average line-of-sight velocity, v, and velocity dispersion, σlos, is:

L velocity(vi,εlos, i) =
1√

2π(σ2
los + ε2

los, i)
exp

[
−1

2
(vi− v)2

σ2
los + ε2

los, i

]
. (3.5)

We assume that there is no offset in average line-of-sight velocity between the two populations,

v = v1 = v2, and assume that the stars within each population have an isothermal distribution.

The metallicity distribution form is identical to Equation 3.5 with the velocity data replaced with

metallicity data and v→ m and σlos→ σm.

The likelihood for the spatial distribution is:

L spatial(xi,yi) =
S(xi,yi)Σ(xi,yi)∫
S(x,y)Σ(x,y)dA

, (3.6)

where Σ(x,y) is the projected stellar distribution and S(x,y) is the selection function (Wang et al.

2005, WP11). The denominator insures that the positional likelihood is normalized and acts as

a weight for spatial profile reconstruction (WP11). We use an elliptical Plummer profile for the

projected stellar distribution (Plummer 1911):

Σ(x,y) =
1

qπr2
h

1(
1+R2

e/r2
h

)2 , (3.7)

where Re = (x2 + y2/q2) is the elliptical radius, rh is the stellar half-light radius, and q is the axis

ratio. The Plummer profile is normalized such that
∫

dxdyΣ(x,y) = 1.

53



In summary, our method concurrently calculates the velocity, metallicity, and spatial properties

of two dSph stellar populations in a Milky Way background. It contains 13 free parameters: 3

parameters in the velocity likelihood: v, σv,1, and σv,2; 4 parameters to characterize the metallicity

distribution: m1, m2, σm,1, and σm,2; 4 parameters for the spatial components: rh,1, q1, rh,2, and

q2; and two parameter to distinguish the relative sizes of the stellar populations: f2, fMW. The

parameters and prior ranges are summarized in Table 3.3. In Section 3.4.4 we explore extensions

to the metallicity, spatial, and velocity likelihoods.

3.3.1 Milky Way Distribution

The velocity and metallicity distributions for the Milky Way are non-Gaussian as the Milky Way

is itself a multi-component system. Assuming the metallicty, spatial, and velocity distributions are

independent for the Milky Way, the likelihood is:

LMW (xxxi) = Pvelocity
Bes (vi)P

metallicity
Bes (mi)P

spatial(xi,yi). (3.8)

The velocity and metallicity distributions are constructed by drawing stars from the Besançon

model3 at UMi’s location (Robin et al. 2003). The same color-magnitude cuts as Section 3.2.5 are

applied to the Besançon stars 4. The remaining Besançon stars form the velocity and metallicity

distributions of the Milky Way background in the UMi field. We smooth the velocity distribution;

3http://model.obs-besancon.fr/
4Three different Besançon models constructed are constructed corresponding to the three different photometric

systems used: V-I vs I, g-i vs r, and g-r vs r. Each set is weighted by the number of spectroscopic observations within
the color-magnitude cuts.
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the probability for observing a MW star with velocity, v, (assuming no observation error) is:

Pvelocity
Bes (v) =

NBes

∑
j=1

w j√
2πk2

v
exp

[
−
(
v− v j

)2

2k2
v

]
. (3.9)

Where kv is the velocity smoothing parameter and w j is the weight each Besançon star is assigned.

A similar distribution follows for the metallicity distribution. In Figure 3.5, we bin the velocity

(left) and metallicity (right) of the Besançon stars. Overlaid is the smoothed distribution from

Equation 3.9. Dotted cyan lines show the approximate location of the UMi.

When including the observational error, Equation 3.9 is convoluted with a Gaussian error kernel:

Pvelocity
Bes (vi,εlos, i) =

∫ +∞

−∞

dv√
2πε2

i

exp

[
−(v− vi)

2

2ε2
i

]

×
NBes

∑
j=1

w j√
2πk2

v
exp

[
−
(
v− v j

)2

2k2
v

]
.

(3.10)

The integral is analytic:

Pvelocity
Bes (vi,εlos, i) =

NBes

∑
j=1

w j√
2π

(
ε2

los, i + k2
v

) exp

− (
vi− v j

)2

2
(

ε2
los, i + k2

v

)
. (3.11)

The summation can be precomputed for each observed star once the smoothing scale and Besançon
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Figure 3.5: The binned velocity (right) and metallicity (left) distributions of stars from Besançon
model in UMi field within the same color-magnitude cuts. Overlaid each distribution is the
smoothed model from Equation 3.9. The smoothing scales are 5kms−1 and 0.1 dex for the velocity
and metallicity distributions respectively. The literature values of the velocity and metallicity of
UMi are plotted in dotted cyan lines from McConnachie (2012).

distribution are determined. The metallicity distribution has a similar form:

Pmetallicity
Bes (mi,εm, i) =

NBes

∑
j=1

w j√
2π

(
ε2

m, i + k2
m

) exp

− (
v j− vi

)2

2
(

ε2
m, i + k2

m

)
. (3.12)

We fix the smoothing scale parameters, kv and km, to 5kms−1 and 0.1 dex respectively. The spatial

probability is assumed to be uniform throughout the observed area but the selection function still

needs to be considered:

Pspatial(xi,yi) =
S(xi,yi)∫
S(xi,yi)dA

. (3.13)

With fixed smoothing scale parameters, the only free parameter of the MW model is the normal-

ization factor, fMW.
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Figure 3.6: The spatial selection function for UMi. It represents the transformation from the
spectroscopic spatial distribution to intrinsic spatial distribution. Regions with a larger value are
well sampled spectroscopically. The smoothing scale length is set to 75 pc and we align the x-
axis with the major axis. right: Stars with velocity measurements left: Stars with metallicity and
velocity measurements; roughly 100 fewer.

3.3.2 Selection Function

Due to limited telescope time, not all spectroscopic candidates can be observed. The spatial dis-

tribution of stars with spectroscopic measurements generally does not follow the intrinsic spatial

distribution of stars. The selection function, S, acts as a mapping between the observed and intrin-

sic spatial distribution of stars (Wang et al. 2005, WP11).

For a set of observed stars, Nobs, drawn from a number of candidate stars, Ncand, the selection

function at each stellar position is:

S(x,y) =
dNobs(x,y)
dNcand(x,y)

≈
∑

Nobs
i=1 exp

[
−1

2
(xi−x)2+(yi−y)2

k2

]
∑

Ncand
i=1 exp

[
−1

2
(xi−x)2+(yi−y)2

k2

] , (3.14)

where k is the smoothing scale (WP11). Ncand are all stars within the Umi field-of-view that fall
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within the photometric selection in Section 3.2.5 while Nobs are all spectroscopically observed stars

within the same color-magnitude selection. We use the projected spatial positions (x,y) instead of

the projected radial positions (R =
√

x2 + y2) because Umi is more aspherical than Fornax and

Sculptor (ε = 0.56 compared to ε = 0.3,0.32 Irwin & Hatzidimitriou 1995). In addition, different

stellar populations will not necessarily have the same axis ratio. To removed stars repeated between

photometric catalogs, we combine all stars within 1′′ of one other.

To set k, we construct and observe mock data sets with different values of k ranging from 25 to

400 parsecs (1′ to 18′ at d = 76 kpc). We find, that for spherically symmetric systems, the choice

of k, does not make an appreciable difference5. Whereas, for axisymmetric systems, an incorrect

choice in k will strongly bias the recovered structural parameters. Our tests, with Umi-like mock

data6, show that 50pc≤ k ≤ 75pc (2′ ≤ k ≤ 3′) correctly recovers structural parameters. A larger

choice of k will bias the structural posteriors. The spatial scale will be underestimated and q

overestimated. The spatial bias increases as k increases.

In Figure 3.6, we plot the selection function we use for the Umi analysis with k = 75 pc. We align

the x-axis and the major axis (the angle between the x-axis and the major axis, is measured East

from North, and is θ = 53◦ Irwin & Hatzidimitriou 1995). We fix k = 75 pc for the main analysis.

The selection function also impacts the fraction of observed stars within each population. In Equa-

tion 3.3, f2 is the fraction of stars in population 2 within the observed sample. To recover the

intrinsic fraction of stars in population 2, fT,2, we need to consider the distribution of stars. The

total normalization of the stellar profile of population n with and without the selection function is:

Mn =
∫

∞

0 Σn(x,y)dA and MS
n =

∫
∞

0 Σn(x,y)S(x,y)dA. The intrinsic fraction of stars in population 2

5WP11 reach the same conclusion.
6We create a dSph with similar properties to Umi and observe it with randomly placed rectangular “masks.” In

Section 3.3.5, we create a Umi-like observation pattern. This was not used for the selection scale tests.
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is:

fT,2 =
f2M2/MS

2

f2M1/MS
1 +(1− f2)M2/MS

2
(3.15)

This transformation is required to compare to posterior of f2 to the input values in mock data sets.

3.3.3 Missing Data

There are 93 stars that pass our color-magnitude selection that do not contain metallicity mea-

surements. These stars can still be included in the analysis provided they are properly handled.

For data points without metallicity measurements, the metallicity term must be integrated out (i.e.

all possible metallicity values are considered). As the dSph and MW metallicity likelihood terms

are normalized to unity, integrating over all metallicity drops the terms from the likelihood. For

example, integrating Eq. 3.9, over all m, results in
∫

dmPmetallicity
Bes (m) = ∑ j w j = 1.

3.3.4 Sampler and Model Selection

We utilize the Multimodal Nested Sampling algorithm to compute the Bayesian evidence for

each model considered (Skilling 2004b; Feroz & Hobson 2008; Feroz et al. 2009). The nested

sampling algorithm transforms the multi-dimensional evidence integral (Equation 3.2) into a one-

dimensional integral over the ‘prior volume.’ The integral is evaluated by sampling the likelihood

in a decreasing sequence of prior volumes, assuming that the inverse of the prior volume exists and

is a monotonically decreasing function. As a by-product of sampling the likelihood, the posterior

is also computed (For a detailed description, see Feroz & Hobson 2008; Feroz et al. 2009).
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The Bayes’ factor compares the relative odds in favoring model A over model B after examining

the data. It is the ratio of the evidences computed for each model (with the assumption that apriori

both models are equally favored),

BAB =
P(x,HA)

P(x,HB)
=

ZA

ZB
. (3.16)

It naturally incorporates Occams’ razor as larger or more complicated model spaces are penalized.

We compute the Bayes’ factor in log space; where lnBAB = lnB > 0 favors model A and lnB < 0

favors model B. We use Jefferys’ scale to interpret the signficance of the Bayes’ factor. The of

regions of lnB =: 0→ 1, 1→ 2.5, 2.5→ 5, and > 5 correspond to inconclusive, weak, moderate,

and strong significance respectively (see Trotta 2008). To address significance, we compute the

Bayes’ factors between single and two-component models.

To assign a star into a particular stellar population we compare the star’s likelihood in that stellar

population to the total likelihood. This can be interpreted as a membership probability for indi-

vidual stars (Martinez et al. 2011; Pace et al. 2014). The membership, mi, for star xi, to be in

population 1 is:

mi(xi) =
f1L1(xi)

fMW LMW (xi)+ f1L1(xi)+ f2L2(xi)
. (3.17)

Each star will have a probability distribution of membership, for practicality, we use the median

membership. We will utilize lnB to compare models and membership to examine properties the

stellar populations.
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3.3.5 Tests with Mock Data

To verify our methodology, we examine mock data sets containing two stellar populations. We

check detection by checking for parameter recovery and a significant Bayes’ Factor.

We construct mock sets by drawing the positions, velocity, and metallicity from distributions

matching the models in Section 3.3. Stellar spatial location are randomly selected according to

an axisymmetric projected plummer distribution (Equation 3.6). The metallicities and velocities

are drawn from Gaussian distributions assuming the mean and dispersion are constant within a

population. The intrinsic values are observed by measuring them from a Gaussian centered on the

intrinsic value with dispersion set by velocity and metallicity error pairs from the Umi data. Pairs

are chosen because the accuracy of the velocity and metallicity measurements are not independent.

We construct five groups of mock data sets; summarized in Table 3.2. The first group is created to

validate our methodology. The input metallicity, kinematics, and spatial distributions are chosen

to not overlap. We additionally include a radial metallicity gradient of 0.1 dexkpc−1 to simulate

data similar to a dSph. In each set, we observe 800 stars within 1 kpc. In all 10 mock sets, the two

populations are detected with high significance. The average Bayes’ Factor is lnB = 81.1, and the

minimum is lnB = 59.2. We verify that the posteriors and input parameters match. We conclude

that our methodology can detect two stellar populations.

We now specialize to mock sets that are observed in a Umi-like observation pattern to search for

potential biases. Each mock set is placed at the same location as Umi and observed with the masks

from Table ??. We approximate a Keck/DEIMOS mask as a 5′ by 16.7′ box. Within each mask,

we observe the same number of stars as Umi members within the actual mask.

Groups 2-4 have fixed parameters for σ[Fe/H], v, and f2. We then either vary σv and 〈[Fe/H]〉 or

vary rh and q. For each variation of parameters, 5 mock sets are constructed and observed. In

group 2 and 3, we vary σv and 〈[Fe/H]〉, in steps of ∆σv = 1.25kms−1 and ∆〈[Fe/H]〉 = 0.1. In
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Group 4, we vary the spatial parameters in steps of ∆rh = 0.1 (kpc) and ∆q = 0.1.

To correctly infer the existence of two populations, there must be a separation in metallicity. For a

parameter recovery there must also be a difference in σv. The posteriors of the structural parameters

are biased for Umi-like observations. The axis ratio of the centrally concentrated population tends

to be lower while the axis ratio of the extended population tends to be larger. The measured

difference between half-light radii tends to be smaller than the input value. Averaged over 10

mock data sets, there is not an systematic offset between the Umi and random observations for

[Fe/H] and σ . In Umi-like observations, there is a systematic offset for q and rh in the posteriors

of each stellar population. The centrally concentrated structural posterior is biased to smaller q

values and larger rh values. The opposite effect is observed for the extended population.

The last group has parameters selected to mimic the UMi results. We constructed and observed

100 sets with a Umi-like observation pattern. In all set, both stellar populations were detected with

high significance. Structural offsets were observed in the posteriors.

In summary, our method can detect two stellar populations but the UMi–like observation pattern

can introduce biases in the structural posteriors in multi-component analysis.

3.4 Results

3.4.1 Single Component Analysis

The center, position angle, and distance adopted in this analysis are: (αo,δo)= (15h09m08s5,+67d13m21s)

(J2000.0), θ = 53◦ (Irwin & Hatzidimitriou 1995), and d=76 (kpc) (Carrera et al. 2002). The pos-

teriors of the single component analysis are listed in the last column of Table 3.3.

In Figure 3.7, we show the derived membership probability versus spatial and chemodynamic
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Figure 3.7: Position, velocity, and metallicity of stars in the UMi field. The colorbar denotes the
membership probability to be an UMi member.

properties. The righthand figure shows the spatial distribution of observed stars (where the x-axis

corresponds to the major axis) with stars shaded by the median probability to be a UMi member.

The lefthand figure displays vlos versus [Fe/H] shaded by membership probability. The size of

the points is inversely proportional to the velocity error. Our model places high (relative to Ursa

Minor) metallicity stars into the Milky Way population.

3.4.2 Properties of the Two Stellar Populations

The parameters, priors, and posteriors of the single and two population analysis are listed in Ta-

ble 3.3. We find, at high significance (lnB = 41.36), two stellar populations with distinct chemical,

kinematic, and spatial distributions. Although the metallicity distributions overlap, the two stellar

populations have distinct distributions in kinematics, metallicity, and spatial positions. We will

refer to the stellar populations as the metal rich and metal poor populations, in reference to the

populations uncovered in Fornax and Sculptor (Battaglia et al. 2008a, Wp11).

In Figure 3.8, we show the distribution of stars weighted by their membership in each of the two
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Table 3.3: Parameters, priors, and posteriors of the two component model for UMi. The last
column displays the results for a one component model. The two component model is significantly
favored over the single component with logB = 41.36. See Section 3.3 for a description of the
parameters. Extended models are explored in Section 3.4.4.

Parameter Priora Units Posterior Single
v -230 - -260 kms−1 −246.7+0.3

−0.3 −246.9+0.4
−0.4

σv,MR 0 - 30 kms−1 5.2+0.5
−0.5 9.1+0.4

−0.3
σv,MP 0 - 30 kms−1 13.8+1.0

−0.9 -
〈[Fe/H]〉MR 0 - -4.0b dex −2.09+0.02

−0.02 −2.18+0.02
−0.02

〈[Fe/H]〉MP 0 - -4.0b dex −2.32+0.05
−0.05 -

σ[Fe/H](MR) 0 - 1 dex 0.25+0.03
−0.03 0.33+0.01

−0.01
σ[Fe/H](MP) 0 - 1 dex 0.38+0.04

−0.04 -
f2 0 - 1 - 0.38+0.06

−0.05 -
fMW 0 - 1 - 0.08+0.01

−0.01 0.09+0.01
−0.01

rh,MR 0 - 1.2 kpc 0.41+0.04
−0.03 0.39+0.02

−0.02
qMR 0 - 1 - 0.28+0.03

−0.03 0.44+0.03
−0.03

re,MR - kpc 0.22+0.01
−0.01 0.26+0.01

−0.01
rh,MP 0 - 1.2 kpc 0.36+0.04

−0.03 -
qMP 0 - 1 - 0.80+0.11

−0.10 -
re,MP - kpc 0.32+0.03

−0.02

a) All priors are uniform within the range specified. b) A hard cut prior in metallicity between the
two stellar populations is chosen: 〈[Fe/H]〉MR > 〈[Fe/H]〉MP.
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Figure 3.8: Spatial distribution of stars in the two stellar populations. The size of the points is
inversely proportional to the velocity error. right: The colorbar denotes median membership prob-
ability for the metal poor population. left: Median membership to be in the metal rich population.
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Figure 3.9: Comparison of the velocity and metallicity for stars in the two stellar populations.
right: The colorbar denotes median membership probability for the metal poor population. left:
Median membership to be in the metal rich population.

stellar population. The metal rich population is elongated and centrally concentrated but the central

region is not devoid of stars in the metal poor population. From mock data observed in a Umi-like

observation pattern, we found that the spatial parameters are likely biased. The axis ratios are

biased towards smaller or larger values for the centrally concentrated and extended populations

respectively. The measured separation in half-light radii is likely smaller than the intrinsic value.

The metal rich population’s extreme axis ratio is likely a result of the spatial bias introduced with

a non-uniform observation pattern.

In Figure 3.9, we show velocity versus metallicity for all stars weighted by the membership prob-

ability for each stellar population. The metal rich population shows a distinct peak in the velocity-

metallicity space. The metal poor population has large dispersions and many of the metal rich stars

have a non-zero probability to be metal poor members.

We examine the radial properties of kinematics and metallicity by binning the metal poor and

metal rich stars in elliptical radii (ε = 0.56) in Figures 3.10 and 3.11. We bin the data by sorting in
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elliptical radii and creating bins when there the star’s membership sums to 40. We find the velocity

dispersion of the metal rich population is constant while the metal poor population decreases with

radius (this excludes the anomalous bins from 500-700 pc). The average velocity is mostly constant

but some bins display ∼ 5kms−1 variation. Mock tests with various transverse velocity vectors

show that this is likely due to the both exclusion of perspective motion in computing the average

velocity and the radial projection. The average metallicities of both populations show a decrease

with radius and they differ by ∼ 0.2 dex within a given bin.

3.4.3 Null Tests for Calibrating lnB

We address the detection of false positives by examining null data sets (mock data with a single

stellar population). The creation of the null sets is identical to the mock sets in Section 3.3.5 and we

observe all sets with a Umi-like observation pattern. All classical dSphs have a metallicity gradient

(Kirby et al. 2011), therefore, we include a metallicity gradient in all null models. The functional

form for the average metallicity we use is: 〈[Fe/H]〉(Re) = 〈[Fe/H]〉0 +mRe, where 〈[Fe/H]〉0 is

the metallicity at Re = 0 and m is the radial metallicity gradient (in dexkpc−1).

The best fit single population parameters are used as the input values for the null data. The pa-

rameters7 are: v = 100kms−1, σv = 8kms−1, [Fe/H] =−2.17, σ[Fe/H] = 0.36, m = 0.2dexkpc−1,

rh = 0.34 kpc, and q = 0.49. The value of the metallicity gradient is chosen by adding it as a free

parameter to the single population model. We construct 100 null sets and model them with single

and two component models. There are no null models that can mimic the two stellar populations

uncovered in the Umi data. The distribution of null set Bayes’ factors is: lnB = −0.69+1.95
−1.06 with

a minimum and maximum of -2.28 and 7.1 respectively. Note that these null sets do not include a

Milky Way background model.

7The metallicity gradient is found from an extended single component model.

67



0

5

10

15

20

σ
lo

s
(k

m
s−

1
)

MR
MP

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Re =
√
x2 +y2 /q2 (kpc)

255

250

245

240

v l
os

(k
m

s−
1
)

Figure 3.10: Properties of the kinematics with elliptical radius. The axis ratio is fixed to the
photometric value (ε = 0.56). Each bin is contains 40 membership from the stellar population
(metal rich or metal poor). The radial error bars denote the minimum and maximum radius of stars
in the bin.

68



2.6

2.5

2.4

2.3

2.2

2.1

2.0

1.9

[F
e/

H
]

MR
MP

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Re =
√
x2 +y2 /q2 (kpc)

0.2

0.3

0.4

0.5

0.6

σ
[F

e/
H

]

Figure 3.11: Properties of the metallicity parameters of each stellar population with elliptical ra-
dius. The construction of bins is the same as Figure 3.10.

69



4.0 3.5 3.0 2.5 2.0 1.5 1.0 0.5 0.0
0

10

20

30

40

50
MP
MR

Figure 3.12: Metallicity Distribution of two stellar populations. The metal rich (MR) and metal
poor (MP) populations are colored black and blue respectively. The metal rich population is non-
Gaussian.

3.4.4 Model Extensions

We explore simple model extensions to better describe the properties of the two populations. In

Figure 3.12, we show the binned metallicity distribution of each stellar population. The metal rich

population has a clear non-Gaussian component that overlaps with the metal poor population. We

explore a model where the metallicity distribution of the metal rich population is composed of

two Gaussians: L (m,εm) = fmN (m1,σm,1)+ (1− fm)N (m2,σm,2), where N is the Gaussian

distribution. This model better describes the data (lnB = 6.4). We measure m1 = −2.25+0.03
−0.03,

m2 = −1.90+0.08
−0.07, σm,1 = 0.06+0.05

−0.04, σm,1 = 0.23+0.04
−0.06, and fm = 0.48+0.12

−0.13. The metallicity of the

metal poor population does not change.

The metal poor population in Figure 3.10 has a falling velocity dispersion. We consider a model

where each stellar population has a functional velocity dispersion parameterized by: σ(Re =√
x2 + y2/q2) = σo

(
Re
Rσ

)α

/
(

1+
(

Re
Rσ

)α)
. We measure: σv,1 = 10.74.8

−3.1 kms−1, σv,2− σv,1 =

17.112.4
−9.5 kms−1, log10 rs,1 = −0.4+1.0

−1.1, α1 = 0.11+0.31
−.44 , log10 rs,2 = 0.1+0.3

−0.4, and α1 = −0.56+0.87
−.81 .

This results in a decreasing velocity dispersion for the metal poor population while the metal rich
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population increases quickly in the center to a flat value. In Figure 3.13, we show the velocity

dispersion profiles with this models. The line represents the median value while the shaded band

is the 1−σ region. The velocity dispersions agree with the binned distribution in Figure 3.10. The

stars assigned to each stellar population are not significantly changed by breaking the assumption

of an isothermal velocity distribution.

Both model extensions are applied to the single component model. Neither model extension re-

moves the detection of two chemodynamical populations. The model extensions illustrate that the

detections are significant and that the kinematics may be more complicated than an isothermal

velocity profile.
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3.5 Slope of Dark Matter Profile

The measurement of the slope of the mass profile relies on the fact that the mass within the stellar

half-light radius, Mh = M(rh), is well-determined for spherical systems (Walker et al. 2009c; Wolf

et al. 2010)8. The difference in mass at the different half-light radii provides an estimate for the

slope: Γ = ∆Mh/∆rh. Through mock data sets, WP11 argued that Γ is robust to systematics.

Γ assumes spherical symmetry, we use the geometric mean of the major and minor axes as a

“spherical” half-light radius to accommodate this assumption. In terms of model parameters the

mass-slope is (a modified version of Equation 5 in WP11):

Γ = 1+
log10

(
σ2

v,1/σ2
v,2

)
log10

[(
rh,1
√

q1
)
/
(
rh,2
√

q2
)] . (3.18)

The benefit of this method is that no additional dynamical modeling is required; only quantities

directly measured in our model are utilized in determining the mass slope. Note that Γ is not a

direct measurement of the inner density profile (at r = 0) but a measurement of the average slope

of the mass profile between rh for the two populations. For a mass profile scaling as M(r) ∝ r−γ in

the central region, Γ places an upper limit on the density-slope as γ < 3−Γ (WP11). For an NFW

profile: γ = 1, Γ = 2. For a constant density profile: γ = 0, Γ = 3.

We measure Γ = 6.75+2.76
−1.51. This disfavors a cuspy NFW halo (Γ = 2) at greater than 3−σ but

almost the entirety of the posterior is within the region Γ > 3. We measure density-slope greater

than zero (assuming M(r) ∝ r−γ ), implying a system not in dynamical equilibrium or a break

down of the mass-slope estimator. There are two systematics we have identified that affect this

measurement. From the mock data tests in Section 3.3.5, we found that the spatial properties of

8 This has been tested in a wide range of systems (Walker & Peñarrubia 2011a; Laporte et al. 2013; Kowalczyk
et al. 2013; Lyskova et al. 2015; Campbell et al. 2016).
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both populations are systematically offset. The metal rich population is generally less concentrated

while the metal poor population is generally more concentrated. In Figure 3.10, we find the velocity

dispersion of the metal poor population to decrease with radius. The invalidates the assumptions for

the mass estimators but we estimate that it is overestimating the mass in the outer parts. Accounting

for both of these systematics will lower Γ but it is unclear by how much.

Is Γ a robust measurement of the inner density slope? WP11 created mock data sets that con-

tained two stellar populations drawn from Osipkov-Merritt distribution functions ( f (x,v) = f (E−

L/2r2
a)). Cored and cuspy potentials and different stellar distribution were investigated. They con-

cluded that their method tends to infer the value of Γ correctly or underestimate it (see Section

4 of WP11 for more details); a higher value of Γ implies the dark matter density profile is more

core-like.

Laporte et al. (2013) also investigated this issue by embedding spherically symmetric stellar sys-

tems with isotropic velocity distributions into triaxial dark matter halos from cosmological simula-

tions. They also found that the inferred Γ is either correct or underestimated. Note that the stellar

populations in UMi are significantly aspherical.

The simulations of Kowalczyk et al. (2013) with axisymmetric stellar systems, in contrast, find that

Γ can be either underestimated or overestimated by a factor of up to 2 depending on the viewing

angle (major, minor, or intermediate axis). They create simulated dSphs with the tidal stirring

mechanism (Mayer et al. 2001a,b). An initial rotation supported dwarf galaxy is transformed into

a dispersion supported dSph by the Milky Way’s tidal forces over several Gyrs. In contrast to

the MW dSphs (except possibly Sculptor, see Battaglia et al. 2008a), many of their simulated

dSphs still retain coherent rotation, even after 10 Gyrs. This rotation is excluded from their mass

inference, which can bias the mass estimate. A similar set of simulated halos without remnant

stellar rotation would be very useful to understand the true uncertainties in using Γ to estimate the

average dark matter halo mass slope.
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Figure 3.14: Posterior distribution of the slope of the mass profile for the standard analysis. The
slope is calculated via Equation 3.18 (Equation 5 of WP11) with spherically averaged half-light
radii.

It is clear that we need more simulations and mock data sets of aspherical systems to bracket the

systematic uncertainty in the measurement of Γ. More realistic axisymmetric mass models with

either Jeans models or distribution function models should also be considered to determine the

slope of the mass profile in Umi but is beyond the scope of the present analysis.

3.5.1 Comparison to the Dynamics of other dSphs with Multiple Stellar

Populations

Chemo-dynamical analyses similar in spirit to the present analysis have confirmed multiple stel-

lar populations in Fornax and Sculptor (Tolstoy et al. 2004; Battaglia et al. 2008a; Walker &

Peñarrubia 2011a; Hendricks et al. 2014). All three dwarfs contain a kinematically hot, spatially

extended, and metal poor stellar population and a second stellar population that is kinematically

cold, centrally concentrated, and metal rich 9. To examine the mass profiles of dSphs as an en-

9In Carina, three stellar population have been uncovered (Kordopatis et al. 2016) and the metal rich and inter-
mediate populations have velocity dispersions that do not follow the chemodynamical ordering. There are conflicting
analysis on the state of chemodynamics in Carina (Wilkinson et al. 2006; Koch et al. 2006; Walker & Peñarrubia
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for NFW halos with Vmax = 10, 20, 30, 40 kms−1. Some dSphs with multiple stellar populations
display tension with NFW halos.

semble (both with and without confirmed multiple populations) we compare the inferred circular

velocities (Vcirc) of the dSphs to predicted Vcirc profiles of NFW halos. In Figure 3.15, we plot the

half light radius rh (geometric mean of the major and minor axes) versus Vcirc for: Carina (gold),

Fornax (blue), Sculptor (red), Umi (black), and all MW dSphs with L > 105L� (gray). In shaded

bands, we plot the predicted NFW halo Vcirc profiles with Vmax = 10, 20, 30, 40 kms−1. The un-

certainties in the band correspond to scatter in the Rmax−Vmax from Local Group simulations of

Garrison-Kimmel et al. (2014c). The Vcirc profiles of Fornax, Sculptor, and Umi are all in tension

with NFW predictions in the way that Boylan-Kolchin et al. (2011b, 2012b) described. A cored

halo can explain the slow rise but there are caveats to this resulting from the model assumptions

(Strigari et al. 2014). Previous analyses of Sculptor and Fornax also favor cored dark matter pro-

files (Battaglia et al. 2008a; Walker & Peñarrubia 2011a; Amorisco & Evans 2012a; Agnello &

Evans 2012; Amorisco et al. 2013).

2011a; Kordopatis et al. 2016; Fabrizio et al. 2015, 2016). We show the results of the Kordopatis et al. (2016) analysis
in Figure 3.15
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3.6 Conclusion

We have presented a new spectroscopic data set for the classical dSph Ursa Minor using the

Keck/DEIMOS instrument. The data set contains the largest collection of the line-of-sight velocity

and metallicity for Ursa Minor members (N ∼ 826).

We have presented a new method for disentangling stellar populations in dSph galaxies. The

method builds upon the work of WP11 by extending the analysis to axisymmetry and utilizes

Bayesian evidence to compare models with and without multiple populations. We detect two

chemo-dynamical stellar populations in Umi at high significance (lnB ∼ 38). The metal rich

(〈[Fe/H]〉 ≈ −2.1) population has a kinematically cold velocity dispersion (σv ≈ 5kms−1) com-

pared to metal poor (〈[Fe/H]〉 ≈−2.32) population (σv ≈ 13kms−1). The metal rich population is

more centrally concentrated and elongated than the metal poor population.

We are able exclude the hypothesis that Umi has one homogeneous chemo-dynamical population

at greater than 99% confidence level. The properties of Umi are similar to Fornax and Sculptor.

Each dSph has a centrally concentrated, metal rich, and kinematically cold stellar population and

an extended, metal poor and kinematically hot stellar population.

Our methodology can be applied to search for chemo-dynamical structure in other dSphs with

large spectroscopic data sets. We have tested our method and the influence of systematics using a

large number of mock data sets. We urge caution in interpreting the preference for the significantly

more elliptical surface density for the colder (centrally concentrated) population as our mock data

analysis reveals that this inference is very sensitive to the selection function. This is an important

area for future studies because differences in the shapes of surface densities of the metal-rich and

metal-poor populations that are common across the different dSphs may provide hints about how

the multiple populations arose.

We have summarized the mass measurements from the multiple populations in Carina, Fornax,
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Sculptor and Ursa Minor, as well the single populations of the other classical Milky Way dSphs

in Figure 3.15. The dark matter halo of Ursa Minor is inconsistent with an NFW form but this

conclusion suffers from spatial systematics and has a decreasing velocity dispersion. This low

density is symptomatic of the “too big to fail” problem (Boylan-Kolchin et al. 2011b, 2012b),

which is clearly evident in Figure 3.15 and whose solution requires a mechanism to reduce the

central dark matter densities of galaxies.
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Chapter 4

Comparing rotation curve observations to

hydrodynamic ΛCDM simulations of

galaxies.

Based on Pace (2016)

4.1 Summary

The formation of the disk and feedback from supernova winds impacts the distribution of dark

matter in galaxies. Recently, Di Cintio et al. (2014b) characterized the halo response from baryonic

processes in hydrodynamical simulations via a dependence on the ratio of stellar-to-halo mass

(M?/Mhalo). The (stellar) mass dependent halo profile links together the local and global properties

of the halo (e.g. inner slope and Mhalo) which allows for measurements of Mhalo without virial

tracers. We compile a large sample of rotation curves from the literature to test this halo profile. We

find that this halo profile can explain rotation curve observations over a wide range of M?. However,

the global results from our sample are inconsistent with a Λ cold dark matter universe. We do not
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find the expected correlation between the halo concentration and Mhalo and there is significantly

larger scatter than expected. Furthermore, a large portion of galaxies below M? ∼ 109 M� are

found to be hosted by smaller halos than expectations from the abundance matching technique.

We find our results are robust to statistical priors and systematic effects such as inclination angle,

asymmetric drift correction, data source, and uncertainties in stellar mass-to-light ratios. This

suggests either a mischaracterization of the halo response due to baryonic processes or additional

non-standard dark matter physics.

4.2 Additional Background

The Λ cold dark matter (ΛCDM) paradigm successfully explains the distribution of matter on large

scales (e.g. the 2dF Galaxy Redshift Survey; Percival et al. 2001) by postulating that dark matter

halos are the sites of galaxy formation (White & Rees 1978; Blumenthal et al. 1984). There are

several indirect, statistical methods utilized to associate galaxies and dark matter halos such as halo

occupation distribution modeling (Peacock & Smith 2000; Benson et al. 2000; Berlind & Weinberg

2002; Bullock et al. 2002; Kravtsov et al. 2004), the conditional luminosity function (Yang et al.

2003), and the abundance matching technique (Vale & Ostriker 2004, 2006; Conroy et al. 2006;

Guo et al. 2010; Moster et al. 2010, 2013; Behroozi et al. 2013). Abundance matching assumes

that the cumulative number distributions of galaxies and halos are related in a monotonic manner;

the most luminous galaxy is hosted by the most massive halo (within a given volume). At cluster

scales (M? > 1012M�), X-ray mass measurements and virial scale tracers agree with abundance

matching (e.g. Kravtsov et al. 2014). At lower masses and smaller scales there is a lack of virial

tracers to make direct halo mass (Mhalo) measurements.

Other authors have suggested that rotation curves do not accurately trace the potential. Ignoring

pressure support (generally accounted for with the application of the asymmetric drift correction)

can bias the implied potential, especially for lower mass systems (Rhee et al. 2004; Dutton et al.
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2005; Valenzuela et al. 2007). There are several other systematics that have been discussed in the

literature, for example: non-circular motions (Swaters et al. 2003), beam-smearing from the finite

beam width in HI observations (van den Bosch et al. 2000; Swaters et al. 2003), and axisymmetry

issues (Hayashi et al. 2004). Rotation curve tests have been carried out by constructing realistic

mock observations of hydrodynamic simulations (Rhee et al. 2004; Dutton et al. 2005; Valenzuela

et al. 2007; Kuzio de Naray & Kaufmann 2011; Oh et al. 2011b; Pineda et al. 2016). Several

works have recovered the input halos and their slopes (Kuzio de Naray & Kaufmann 2011; Oh

et al. 2011b) while others have inferred small cores in a cuspy halo when ignoring pressure support

(Pineda et al. 2016). While addressing the validity of rotation curve measurements and examining

exotic dark matter models are fruitful endeavors in this work we address baryonic solutions.

Hydrodynamic simulations are required to test whether baryonic processes will alleviate small

scale problems with the constraint that realistic galaxies are still formed (e.g. extremely efficient

supernova feedback will remove dark matter and create a core but may destroy the galaxy in the

process). There are several state-of-the-art hydrodynamic simulation projects (e.g. Stinson et al.

2013; Hopkins et al. 2014; Vogelsberger et al. 2014a; Schaye et al. 2015; Wang et al. 2015) that

utilize different star formation and feedback prescriptions constructed with the aim to understand

the formation and evolution of galaxies. Hydrodynamic simulations are able to produce galaxies

with realistic disks that lie on the Tully-Fisher relationship (Robertson et al. 2004; Governato

et al. 2007; Stinson et al. 2010; Piontek & Steinmetz 2011; Guedes et al. 2011; Christensen et al.

2012; Vogelsberger et al. 2014a; Sales et al. 2016). They can create both bulgeless and realistic

bulges (Governato et al. 2010; Christensen et al. 2014; Snyder et al. 2015), match observed colors

(Stinson et al. 2010; Sales et al. 2015), match the size-luminosity relation (Brooks et al. 2011), and

reproduce the stellar-to-halo mass relationship (Guedes et al. 2011; Munshi et al. 2013; Hopkins

et al. 2014; Di Cintio et al. 2014a; Wang et al. 2015). When stellar feedback is included, dark matter

cores can be created (Governato et al. 2010; Macciò et al. 2012b; Governato et al. 2012; Teyssier

et al. 2013; Di Cintio et al. 2014a; Oñorbe et al. 2015; Read et al. 2015; Chan et al. 2015; Tollet

et al. 2016) but this is not ubiquitous as it depends on the particular feedback prescription as some
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Figure 4.1: The dependence of the inner (γ , gold), outer (β , magenta), and transition (α , cyan)
slope parameters on X ≡ log10 (M?/Mhalo) for the DC14 profile (the values correspond to left y-
axis; see Equation 4.2). The dashed black lines show log-slope dependence on X for the DC14
profile at different values of r/rs (the values are shown on the right y-axis; see Equation 4.3).
From bottom to top, the dashed lines correspond to r/rs = 0.1,0.2,0.5,1.0 respectively.

projects lack cores (Vogelsberger et al. 2014a; Schaye et al. 2015). Hydrodynamic simulations of

Milky Way-sized halos or Local Group-like objects have been found to alleviate the TBTF problem

(Zhu et al. 2016; Sawala et al. 2016; Wetzel et al. 2016).

Simulations have shown that they are able to create dark matter cores but do these simulated cored

galaxies correspond to cores in observed galaxies? We address this by examining a (stellar) mass

dependent halo profile. In Section 4.3, we introduce the halo profile, our rotation curve-fitting

methodology, and the observational sample. In Section 4.4, we show that the observed rotation

curves are well reproduced and compare the results to cosmological relationships. In Section 4.5,

we discuss the potential systematics, the validity of the halo profile, and the implications of our

findings.

4.3 The Halo Response due to Baryonic Processes

Di Cintio et al. (2014b, hereafter DC14) examined hydrodynamic simulations from the Making
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Galaxies In a Cosmological Context (MAGICC) project (Stinson et al. 2013) to determine how the

dark matter distribution responds to baryonic processes and galaxy formation. They determine the

response by fitting z ∼ 0 halos with an αβγ density profile (Jaffe 1983; Hernquist 1990; Merritt

et al. 2006):

ρ(r) = ρs (r/rs)
−γ
[
1+(r/rs)

α
]−(β−γ)/α

, (4.1)

and assuming α , β , and γ are functions of the integrated star formation efficiency (parameterized

by X ≡ log10 (M?/Mhalo)). The functional forms with best fit values of α , β , and γ are (Equation

3 of DC14):

α(X) = 2.94− log10

[(
10X+2.33)−1.08

+
(
10X+2.33)2.29

]
β (X) = 4.23+1.34X +0.26X2

γ(X) =−0.06+ log10

[(
10X+2.56

)−0.68
+
(

10X+2.56
)]

. (4.2)

The X dependence shows the interplay between supernova feedback and adiabatic contraction. At

high X values the halo profile steepens due to the large baryonic content, while intermediate values

have the shallowest inner slope due to efficient feedback. At low X values the profile steepens

again due to the inefficiency of star formation.

The log-slope of the α , β , γ profile is:

γDM(r)≡ dlnρ

dlnr′

∣∣∣∣
r′=r

=−γ +β (r/rs)
α

1+(r/rs)
α = γDM(r;rs,X), (4.3)

where the last line follows for the DC14 profile. In Figure 4.1, we show α,β , and γ as a function

of X . Overlaid are (dotted-black) lines showing the γDM dependence of a function of X for fixed

values of r/rs = 0.1,0.2,0.5,1.0. The minimum slope occurs at X ∼−2.7.
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We follow DC14 to define the halo concentration 1 as: cvir≡ rvir/r−2, where r−2 is γDM(r = r−2)≡

−2. DC14 show that cvir is roughly equivalent between dark matter-only and hydrodynamic sim-

ulations if X .−1.5. Similarly, the EAGLE project finds the dark matter-only and hydrodynamic

cvir are consistent with one another (Schaller et al. 2015a).

The MAGICC simulations fall within the following ranges: −4.1 < X <−1.3, 2×105M� < M? <

2.7× 1010M�, and 9.4× 109M� < Mhalo < 7.2× 1011M� (For exploration of the halo response

for larger halos see Dutton et al. 2015; Schaller et al. 2015b; Cui et al. 2016). This profile has

one additional parameter when compared to standard halo profiles and it encapsulates non-trivial

baryonic processes. The (stellar) mass-dependent halo profile ties together the inner properties

(γDM) with the global properties (Mhalo). We exploit this to infer Mhalo without tracers at the virial

radius, rvir.

This profile has already been used to model rotation curves for several galaxies (Karukes et al.

2015; Repetto et al. 2015) but not with a large sample. It can potentially solve the TBTF problem

in the Local Group (Brook & Di Cintio 2015a) and explain the Tully-Fisher relation (Brook &

Di Cintio 2015b). When combined with scaling relations, it can potentially explain the scatter in

rotation curve shapes (Brook 2015), and the mass discrepancy acceleration relation (Di Cintio &

Lelli 2016). Papastergis & Shankar (2015) test abundance matching using the velocity measured

at the outermost radii from the Arecibo legacy fast ALFA 21 cm survey. Even after accounting

for baryonic effects with the DC14 profile they find abundance matching breaks down in the field

at low rotation velocities (Vmax . 25kms−1). The DC14 profile was created with fits to hydrody-

namic simulations and has been utilized in statistical studies. We aim to remedy a weaknesses of

the previous analysis by testing this profile with a large observational sample of galactic rotation

curves.
1This differs from the conventional definition but is identical for an NFW halo profile.
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4.3.1 Determining Mhalo and ρs

In order to facilitate present and future comparisons an explicit definition of Mhalo is required.

We follow DC14 with updates to the latest Planck cosmology. We define: Mhalo = 4π

3 ∆ρcritr3
vir,

where ∆ = 18π2 + 82x− 39x2 = 102.356 (x = Ωm − 1) (Bryan & Norman 1998) and ρcrit =

127.351M� kpc−3 ( Ωm = 0.3089, h = 0.6774; Planck Collaboration et al. 2015)2.

To fully specify the halo profile, values of rs, ρs, Mhalo, and M? are required. M? is defined as:

M? = Lxϒphoto,xϒkinematic, where Lx corresponds to the luminosity in the photometric band x. Lx

and ϒphoto,x are determined from the literature and ϒkinematic is treated as a free parameter.

The remaining parameters overdetermine the system; either ρs or Mhalo can be eliminated. We

treat Mhalo as a free parameter and utilize the following prescription to determine ρs (which is a

modified form of the DC14 Appendix):

• Determine rs, Mhalo, and M? (via ϒkinematic) from points in parameter space

• Determine rvir from Mhalo

• Evaluate M(rvir) via the density profile: M(rvir)= 4πρs
∫ rvir

0 (r/rs)
−γ
[
1+(r/rs)

α
]−(β−γ)/α r2dr.

• Solve for ρs assuming M(rvir) = Mhalo.

Note that treating ρs as a free parameter is numerically impractical; as determining Mhalo from rs

and ρs involves solving an integral-differential equation.

2For comparison, DC14 assumes a WMAP3 cosmology with ∆ = 93.6, ρcrit = 147.896M� kpc−3. We have
verified that our results do not change between the WMAP3 and Planck cosmologies.
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4.3.2 Priors and Parameter Estimation

The rotation curve includes contributions from the dark matter halo, gas disk, stellar disk, and

potential stellar bulge:

V 2
tot =V 2

DM +V 2
Gas +ϒDiskV 2

Disk

(
+ϒBulgeV 2

Bulge

)
. (4.4)

The baryonic components (VGas, VDisk, VBulge) are determined from the literature. We assume a

factor of 1.4 when converting between the HI and gas surface densities to account for primor-

dial Helium and other elements. VDM is determined from the halo circular velocity: V 2
DM(r) =

GMDM(r)/r.

To explore the parameter space and compute the Bayesian evidence for model selection, we utilize

the Multi-Nested Sampling routine (Feroz & Hobson 2008; Feroz et al. 2009). Our likelihood is:

−2lnL ∝ χ
2 =

N

∑
i=1

[
Vi,obs−Vtot(ri)

]2
σ2

i
. (4.5)

We compute the Bayes’ Factor for model comparison tests3. We generally do not compare the

reduced χ2 as it only considers the best fit point and not the posterior distribution. The Bayes’

Factor is the ratio of the Bayesian evidence for two models4: lnB10 = lnZ1− lnZ0. For lnB10 >

0, model 1 is favored compared to model 0. The significance is interpreted via Jefferys’ scale;

the lnB10 ranges of 0-1, 1-2.5, 2.5-5, and > 5 correspond to insignificant, mild, moderate, and

significant evidence in favor of model 1 compared to model 0. The Bayes’ Factor only considers

comparisons of models and not overall goodness of fit.

Our prior distributions are:

• rs: uniform in the range: −1 < log10 (rs/kpc)< 3.

3See Trotta (2008) for a review of Bayesian model selection in astrophysics.
4We refer to the logarithm of the Bayes factor as the Bayes factor in this manuscript.
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• Mhalo: uniform in the range: 5 < log10 (Mhalo/M�)< 14.

• ϒkinematic: uniform in the range: 0.5 < ϒkinematic < 2. The prior range is doubled for galaxies

without ϒphotometric inferred from stellar population synthesis analysis. For galaxies with a

stellar bulge a second ϒkinematic is included.

• M? and Mhalo are kept within the range: −4.1 < X <−1.3.

• No cosmological priors are assumed between the halo parameters.

We assume the DC14 profile is valid throughout the entire Mhalo range. We discuss enforcing the

DC14 simulation limits in M? and Mhalo in Section 4.4.2. When available, ϒphotometric values are

set by stellar population synthesis models (Bell & de Jong 2001).

4.3.3 Observational Sample

Our sample includes rotation curves from the following sources: LITTLE THINGS (Hunter et al.

2012; Oh et al. 2015), THINGS (Walter et al. 2008; de Blok et al. 2008; Oh et al. 2008; Trachter-

nach et al. 2008; Oh et al. 2011a), WHISP (Swaters et al. 2002; Swaters & Balcells 2002; Noorder-

meer et al. 2005; Swaters et al. 2009), the Ursa Major cluster (Tully et al. 1996; Tully & Verheijen

1997; Sanders & Verheijen 1998; Trentham et al. 2001; Verheijen & Sancisi 2001; Verheijen 2001;

Bottema & Verheijen 2002; Bottema 2002), low surface brightness galaxies (van der Hulst et al.

1993; de Blok et al. 1996; McGaugh et al. 2001; de Blok & Bosma 2002; Swaters et al. 2003;

Kuzio de Naray et al. 2006, 2008), and a miscellaneous sample (Begeman 1987; Carignan et al.

1988; Jobin & Carignan 1990; Lake et al. 1990; Côté et al. 1991; Gonzalez-Serrano & Valentijn

1991; Blais-Ouellette et al. 1999; van Zee & Bryant 1999; Weiner et al. 2001; Blais-Ouellette et al.

2001; Weldrake et al. 2003; Gentile et al. 2004, 2007, 2010; Elson et al. 2010; Kreckel et al. 2011;

Frusciante et al. 2012; Lelli et al. 2012; Fraternali et al. 2011; Carignan et al. 2013; Elson et al.

2013; Corbelli et al. 2014; Lelli et al. 2014b; Kam et al. 2015; Richards et al. 2015; Randriamam-
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pandry et al. 2015; Karachentsev et al. 2015; Bottema & Pestaña 2015; Carignan & Puche 1990;

Puche et al. 1990, 1991a,b; Chemin et al. 2006; Hlavacek-Larrondo et al. 2011b,a; Westmeier et al.

2011, 2013; Lucero et al. 2015; Verdes-Montenegro et al. 1995). Galaxies with multiple rotation

curve measurements are combined in non-overlapping regions and higher resolution data is used

in overlapping regions5.

We define the rotation curve quality tag, Q (varying between 1-3 with 1=best), to tag systems that

may have misestimated errors or systematics that indicate an untrustworthy rotation curve. The

quality decreases for galaxies containing the following: low kinematic inclination angles, i < 35◦,

non-circular motions, disturbed velocity fields, asymmetries between the receding and ascending

sides, or the presence of a star-burst phase. Q=1 systems contain none of these systematics, Q=2

systems contain 1-2 systematics, and Q=3 systems contain 3-4 systematics. In addition, the galax-

ies UGC 668 (IC 1613; Oh et al. 2015), UGC 4305 (DDO 50; Oh et al. 2015), and NGC 4736 (de

Blok et al. 2008) are removed from the analysis.

The galaxy sample and properties are summarized in Table 4.1. The columns denote: (1) galaxy

name; (2) distance in Mpc; (3) distance method; (4) distance reference; (5) average kinematic

inclination angle, 〈i〉; (6) mass of the stellar disk in M� (and potential stellar bulge); (7) data

source/survey; (8) asymmetric drift correction (ADC); (9) photometric band utilized for M? mea-

surements; (10) ratio of scale height to scale length; (11) stellar population synthesis model ap-

plication for ϒphotometric; (12) rotation curve quality tag; (13) rotation curve citation. The distance

methods are: Tully-Fisher (TF), tip of the red giant branch (TRGB), and Cepheid (Cep). The

asymmetric drift correction options are: application (Y), not applied (N), and note required (NR).

In the later case the effect was calculated and found to be sub-dominant. The ratio of scale height

to scale length is denoted hd/rd and hd/rd = 0 denotes an infinitely-thin disk. Rotation curve sources

listed in parenthesis are unused.

Different photometric bands and methods are utilized to determine M? and ϒphotometric. For ex-

5Typically, optical Hα is used in the inner regions and radio HI measurements in the outer regions.
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ample, THINGS and LITTLE THINGS utilize Spitzer Space telescope 3.6µm measurements and

stellar population synthesis models to determine M?. The WHISP survey uses R-Band photometry

and assumes ϒphotometric = 1 for each galaxy. For some galaxies, ϒphotometric corresponds to the best

fit value to the rotation curve (e.g. Côté et al. 2000; Gentile et al. 2004). In all cases we include a

ϒkinematic as a free parameter.

4.4 Results

We apply the DC14 halo profile to our literature rotation curve sample and provide example fits

in Figure 4.2. The sample galaxies were chosen from the Q=1 subset to highlight the variety of

rotation curves in the sample and to show examples of both good and poor fits.

The majority of the sample is well explained using the DC14 halo profile. We quantify this by

computing the reduced chi squared, χ2
r , which indicates good fits for most of the sample; χ2

r < 1

for 76% out of 177 galaxies.

We conduct comparisons between the DC14 profile and the Pseudo-Isothermal sphere6 (PISO; in

terms of Equation 4.1, α = 2, β = 2, γ = 0). The PISO profile is a commonly utilized ‘cored’

halo profile in rotation curve analysis and generally provides good fits to rotation curves. For

our sample, the PISO profile provides a similar number of good fits with χ2
r,PISO < 1 (72%) and

the median difference between the DC14 χ2
r and PISO χ2

r is 〈χ2
r,DC14− χ2

r,PISO〉 = 0.00+0.07
−0.09. We

turn to the Bayes’ Factor which considers the entire posterior distribution, the size of the prior

distribution, and number of parameters. We the PISO profile we used a density scale, ρs, as a free

parameter instead of Mhalo.

Comparisons with the Bayes’ Factor are similar; roughly half the sample has an indeterminate

6We also conducted fits with the Navarro-Frenk-White (NFW; 1997; α = 1, β = 3, γ = 1), and Burkert (1995)
profiles. For most systems, the PISO provides better fits than the NFW and Burkert profiles, therefore we only conduct
comparisons with the PISO profile in the main text. lnB comparisons with the DC14 profile are listed in Table 4.2.
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Figure 4.2: Examples of rotation curve fits with the DC14 (stellar) mass dependent halo profile.
Galaxies are chosen from the Q= 1 sample (see Section 4.3.3) to highlight the variety in the sample
and both good and poor fits. The observational data is shown as black points with error bars. The
lines and shaded bands represent the following contributions: dark matter (magenta), stellar disk
(gold), gas disk (green), and total fit (cyan). The shaded bands correspond to the 68% confidence
interval (1-sigma region). From left to right the galaxies are, top: UGC 5918 (LITTLE THINGS;
Oh et al. 2015), NGC 2976 (THINGS; de Blok et al. 2008), NGC 4288 (WHISP; Swaters et al.
2009), ESO 287-G15 (Gentile et al. 2004), bottom: UGC 2259 (Carignan et al. 1988; Blais-
Ouellette et al. 2004), NGC 3109 (Jobin & Carignan 1990; Blais-Ouellette et al. 2001; Carignan
et al. 2013), NGC 300 (Puche et al. 1990; Westmeier et al. 2011; Hlavacek-Larrondo et al. 2011b),
and F583-01 (de Blok et al. 1996; McGaugh et al. 2001; Kuzio de Naray et al. 2006).
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Bayes’ Factor (−1 < lnB < 1, 52%). The reminder is divided between favoring the DC14 model

(lnB > 1, 20%) and favoring the PISO model (lnB <−1, 29%), although several systems signifi-

cantly favor the PISO profile (lnB <−5, 7%).

In Table 4.2, we tabulate the median posterior values for log10 (rs/kpc), log10 (Mhalo/M�), ϒkinematic,

X , γDM(1kpc), and γDM(2kpc). Additionally included, are the Bayes’ Factors and χ2
r .

We reiterate that the X dependence links together γDM and Mhalo for the DC14 halo profile. The

physically motivated DC14 halo profile can explain rotation curve observations and is not disfa-

vored compared to commonly utilized halo profiles.

4.4.1 Multimodal Posteriors

Measurements of the central region of a galaxies rotation curve implies a value for the inner slope.

For most values of γDM(r), there are two corresponding values of X for a fixed value of rs (see

Figure 4.1). This degeneracy is broken by measurements of the outer regions of the galaxy. Due

to the variety of data quality this measurement is not available in all systems. Bi-modal Mhalo

posteriors are inferred in many systems and there are additional degeneracies with ϒkinematic and

rs.

As an example, we consider high resolution HI rotation curve of NGC 2976 from the THINGS

survey (de Blok et al. 2008) where the flat component is not observed. In Figure 4.3, we ex-

amine the posterior and rotation curve fit. The upper panels display the posterior distributions of

log10 (rs/kpc), log10 (Mhalo/M�), X , and γDM(r = 1kpc). The posterior is separated at log10 (Mhalo/M�)=

11.75. Each Mhalo mode contains a corresponding mode in the rs and X distributions, whereas the

two modes have similar distributions for γDM(r = 1kpc). In the lower panels, we show the rotation

curve fits with the separated posterior (see Figure 4.2 for the full rotation curve). Remarkably, the

total circular velocity from each Mhalo mode is quite similar even though Mhalo differs by an order
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Figure 4.3: Example of a galaxy with a multimodal posterior (NGC 2976; de Blok et al. 2008).
Without a well determined measurement of the flat component of the rotation curve the Mhalo
posterior is multimodal. Top: Posterior distribution split into the two Mhalo modes. The posteriors
from left to right are: log10 (rs/kpc), log10 (Mhalo/M�), log10 (M?/Mhalo), and γDM(r = 1kpc).
The two Mhalo modes are separated by applying a cut at log10 (Mhalo/M�) = 11.75. The smaller
(magenta) and larger (cyan) modes contain 36% and 64% of the posterior respectively. Bottom:
Rotation curve fits corresponding to the two Mhalo modes. The left (right) panel shows the fit for
log10 (Mhalo/M�) < 11.75 (> 11.75) (see Figure 4.2 for fit with the entire posterior). The shaded
bands represent 68% confidence intervals for the subsets. The lines and colors follow Figure 4.2.
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of magnitude.

We apply a similar analysis to all multimodal systems. The posterior is separated at the minimum

Mhalo value between the modes. In some galaxies, the separation is unclear. We denote these

systems as poorly-separated and the former as well-separated.

4.4.2 Final Sample Selection

We consider the Mhalo posteriors to construct a final sample to compare to cosmological relations.

We remove single mode systems with σMhalo > 0.4(dex) and refer to them as poorly-constrained

systems. The remainder of the single mode posteriors are referred to as the well-constrained sys-

tems.

It is unclear whether the DC14 profile is valid outside of the simulation limits (e.g. at larger Mhalo

feedback from active galactic nuclei becomes important) and a suitable prior is required to enforce

the simulation limits. An observationally motivated prior is to apply a cut at Vobs,max = 200kms−1.

This removes most but not all of the galaxies with large Mhalo and even removes systems well

within the DC14 limits. We therefore consider the Mhalo and M? posteriors for the cutoff; galaxies

with median values of M? and Mhalo greater than a factor of two above the DC14 limits are excluded

from the final sample. We assume the DC14 profile is valid for galaxies with Mhalo smaller than

the DC14 simulation limits (only 8 galaxies have median Mhalo below the simulation limits).

Determining which mode to consider in multimodal systems will affect the interpretation of our re-

sults. We exclude all poorly-separated systems and consider the smaller mode of the well-separated

posteriors (still considering the same cut in the median M? and Mhalo posteriors). In most cases the

second (larger) Mhalo mode is larger than the DC14 simulation limits and corresponds to an unre-

alistically large halo for the given galaxy (many of the larger modes have group or cluster Mhalo).

The results from the first Mhalo mode match the results for the well-constrained systems, providing
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Figure 4.4: Visualization of the sample for Mhalo versus M? and cvir (See Figure 4.5 for the re-
sults with the final sample). The sample is split based on the distribution and number of modes
in the Mhalo posterior. The columns show the different divisions based on Mhalo; from left to
right the divisions are: single mode well-constrained, multimodal well-separated, single mode
poorly-constrained, and multimodal poorly-separated. Top: example Mhalo posteriors from each
division. Middle: Mhalo versus M?. In the left-hand column, systems with Vobs,max > 200kms−1

are shown as gold circles. For multimodal systems, each mode is shown with different colored
points. The error bars correspond to 68% confidence intervals within that mode. Overlaid are
abundance matching relationships Behroozi et al. (2013); Garrison-Kimmel et al. (2014a) in blue
and black respectively. Dotted black lines show the DC14 simulation limits. Bottom: Mhalo
versus cvir. Overlaid is the cvir−Mhalo relationship from the Multidark simulations (Klypin et al.
2016). The final sample consists of the well-constrained (left-hand panel) and the first mode of the
well-separated systems (cyan points in the second panel from the left) with median Mhalo and M?

values less than a factor of two from the upper limits of the DC14 simulations.
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circumstantial evidence that the larger Mhalo mode is unrealistic. The final sample contains 119

galaxies after the application of these cuts.

We show the four Mhalo subsets visually in Figure 4.4. The columns show (from left to right):

well-constrained, well-separated, poorly-constrained, and poorly-separated systems. The top row

shows an example posterior from each category. The middle and bottom rows show M?−Mhalo

and cvir−Mhalo respectively. In the well-constrained column, we show the systems with Vobs,max >

200kms−1 as gold points; displaying the issue with a Vobs,max cut. Overlaid are M?−Mhalo abun-

dance matching relations (Behroozi et al. 2013; Garrison-Kimmel et al. 2014a) and cvir−Mhalo

relations from the MultiDark simulations (Klypin et al. 2016). The multimodal systems separate

in both the M?−Mhalo and cvir−Mhalo space. The final sample consists of the well-constrained

galaxies (left-hand column) and the first mode of the well-separated multimodal systems (cyans

points; second column from the left).

4.4.3 Cosmological Relations

In Figure 4.5 we show the derived cosmological relations from the final sample compared to results

from the literature. The top panel shows the M?−Mhalo relationship overlaid with the relationship

derived from abundance matching (Behroozi et al. 2013; Garrison-Kimmel et al. 2014a). The

galaxies are colored according to their quality tag and the symbols denote multimodal systems.

We focus our abundance matching comparison to two recent works focusing on different mass

regimes (Behroozi et al. 2013; Garrison-Kimmel et al. 2014a). The first, Behroozi et al. (2013),

is constructed with large volume observations of the stellar mass function, cosmic star formation

rate, and specific star formation rate and is complete to M? ∼ 108.5 M� (Mhalo ∼ 1010.9 M�). The

later (Garrison-Kimmel et al. 2014a), use the local group (defined as galaxies within ∼ 1.2 Mpc)

stellar mass function to push the completeness to M? ∼ 105M�. They tie their relation to Behroozi

et al. (2013) at large masses and find a steeper faint end slope (see also Brook et al. 2014; Garrison-
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Figure 4.5: Cosmological relations inferred from galactic rotation curve fits with the DC14 profile
(see Section 4.4.2 for an explanation of our sample selection). We denote potential systematics
with the quality tag and separate them by color (see Section 4.3.3; Q=1 denotes trustworthy ro-
tation curves). The symbols denote whether the Mhalo posterior is multimodal. For multimodal
systems we consider the first mode and errorbars denote 68% confidence intervals within the first
mode’s posterior (See Figure 4.3, Section 4.4.1). Top: M? vs Mhalo. Overlaid are M?−Mhalo
relations derived from the abundance matching technique (Behroozi et al. 2013; Garrison-Kimmel
et al. 2014a, are shown as blue-dashed and black-solid lines respectively). We assume 0.2 dex of
spread in the M?−Mhalo relations (Behroozi et al. 2013; Reddick et al. 2013). The dotted lines
show the range of simulations in DC14. Middle: M?/Mhalo versus Mhalo. The differences be-
tween abundance matching and the inferred halos are emphasized in this space. Bottom: cvir
versus Mhalo. The black solid lines show the expected cvir−Mhalo relationship from the MultiDark
simulations (Klypin et al. 2016).
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Kimmel et al. 2016). We assume a spread of 0.2 dex (Behroozi et al. 2013; Reddick et al. 2013) in

the M?−Mhalo relation and display this relative to the Garrison-Kimmel et al. (2014a) relationship.

For M? > 109M�, we observe scatter relative to the abundance matching relationships. Below this,

the galaxies preferentially lie in smaller halos than expected from abundance matching. Our results

strongly disagree with the local group stellar mass function.

The middle panel displays X = M?/Mhalo versus Mhalo. Many of the systems with low Mhalo have

significantly larger M? than expected. For a given M?, many galaxies are hosted by significantly

smaller halos than expected. Galaxies produced in hydrodynamic simulations (including the MAG-

ICC project) are found to match the M?−Mhalo relationships within the regime of masses we are

considering (Munshi et al. 2013; Hopkins et al. 2014; Di Cintio et al. 2014a; Wang et al. 2015).

The M?−Mhalo relationship from Behroozi et al. (2013); Garrison-Kimmel et al. (2014a) combined

with the DC14 profile predicts a dark matter inner slope. This prediction is at odds with the dark

matter cores and inner slopes inferred from rotation curve observations. At a given Mhalo, the dark

matter inner slopes in the DC14 simulations do not correspond to the dark matter inner slopes in

galaxy observations.

In the lower panel, we display cvir versus Mhalo. Overlaid is the cvir−Mhalo relationship from the

MultiDark simulations (Klypin et al. 2016). We observe much higher cvir than cosmological sim-

ulations. cvir is not expected to change between hydrodynamic and dark matter-only simulations

(DC14; Schaller et al. 2015a). We do not expect the baryon response to affect the cvir−Mhalo re-

lation. The observed cvir−Mhalo relation contains significantly larger scatter than the relationship

found in dark matter-only simulations.

Although we can explain rotation curve observations, we do not recover the M?−Mhalo and cvir−

Mhalo cosmological relationships. In Appendix 4.6.2, we compare the deviations between the M?−

Mhalo and cvir−Mhalo relationship. We uncover no trends in the deviations. Based on the above

discussion, these relationships are not expected to differ when changing from dark matter-only to

hydrodynamic simulations.
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4.5 Discussion

4.5.1 Stellar Mass and other Systematics

A data sample from the literature is heterogeneous and systematic biases may be introduced. We

address potential systematics by dividing the sample based on the application of different methods

in interpreting the rotation curve. The first is through the quality tag; galaxies with indications

that the rotation curve may not trace the underlying potential are denoted with a higher tag (see

Section 4.3.3). At low inclination angles (i < 35◦) small changes to the inclination will result in

large differences in the measured circular velocity. A galaxy in a starburst or post-starburst phase

will contain gas out of equilibrium resulting in rotation curves that may not match the true circular

velocity (Lelli et al. 2014b; Read et al. 2016). Disturbed velocity fields, lopsided gas distributions,

and asymmetries between the receding and ascending sides may be signs of recent star formation

indicating additional uncertainties unaccounted for in the standard measurement errors (Lelli et al.

2014a). We separate the sub-samples by color in Figure 4.5. Our results are robust to the removal

of higher Q systems (see Figure 4.7). Furthermore, we find that our results are robust to pressure

support, uncertainties in M?, and the combination of different surveys and data sources, as we

discuss below in detail.

Pressure support in low mass systems (Vobs,max < 75 kms−1) may lead to incorrect inferences of the

circular velocity; the asymmetric drift correction is commonly used to correct for pressure support

(Dalcanton & Stilp 2010). Roughly half of the sample either has the asymmetric drift correction

applied (21%) or pressure support has been determined and is to small to affect the rotation curve

(26%) (e.g. Weldrake et al. 2003; Swaters et al. 2009; Karachentsev et al. 2015). For low mass

systems (Vobs,max < 75 kms−1), 49% of the systems have the asymmetric drift correction and for

33% of the systems it is not required.

Incorrect measurements of M? will change the implied effect baryons have to the halo. To address
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Figure 4.6: M?−Mhalo, M?/Mhalo−Mhalo, and cvir−Mhalo relations for subsets of the sample (See
Figure 4.5). The subsets are: data source (left-hand column), asymmetric drift application (middle
column), and M? photometric band (right-hand column). The data sources are (color and citation):
THINGS (magenta; de Blok et al. 2008; Oh et al. 2011a), LITTLE THINGS (cyan; Oh et al. 2015),
low surface brightness galaxies (LSB; gold; see Section 4.3.3 for citations), miscellaneous (Misc;
red; see Section 4.3.3 for citations), WHISP (green; Swaters et al. 2009), and Ursa Major cluster
(Uma; blue; Sanders & Verheijen 1998; Verheijen & Sancisi 2001). The the asymmetric drift
correction (ADC) subsets are: application (magenta), disregarded (cyan), and calculated but too
small to affect the results (gold). The photometric bands are: B (blue), Spizter space telescope
3.6µm (magenta), I (cyan), R (red), K′ (gold), and Misc/other (green). Galaxies with (without)
ϒphotometric values calculated from stellar population synthesis models are shown as circles (x’s).
The overlaid relationships follow Figure 4.5.
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this we first update the distance7 (and therefore luminosity) based on more precise measurements

from the Tully-Fisher relation (Tully et al. 2008; Sorce et al. 2014), the tip of the red-giant branch

(Jacobs et al. 2009; Dalcanton et al. 2009), or Cepheid variable star measurements.

Infrared photometry traces the old stellar population and is less affected by intergalactic dust (Wal-

ter et al. 2007). Ideally, Spitzer 3.6µm would be utilized (e.g. de Blok et al. 2008; Oh et al. 2015),

but it is not available for all galaxies. We separate the sample by the photometric band utilized to

derive the stellar surface density and stellar luminosity. This subdivision is similar to a separation

on data source but the miscellaneous portion contains a wide variety of photometric bands. The

primary bands utilized are: Spitzer 3.6µm (24%), B (15%), I (10 %), K′ (12%), and R (32%).

When available, ϒphotometric is pinned to stellar population synthesis models (34% of our sample).

The priors on ϒkinematic varied by a factor of 2 or 4 depending on whether ϒphotometric was deter-

mined by stellar population synthesis models. We explore using a much wider (and unrealistic)

prior range, 0.05 < ϒkinematic < 10.0. Our general results are robust to the larger prior but the re-

sults for individual galaxies are not. In some systems the posterior in Mhalo becomes multimodal

or significantly increases in size due to degeneracies with ϒkinematic. We reconstruct Figures 4.4

and 4.5 with the results from the larger prior range in Appendix 4.6.3.

The sample contains stellar disk rotation curves constructed with both the thin disk approximation

and a non-zero scale height. The common ratios of scale height-to-scale length (hd/rd) are: hd/rd =

0,1/5,1/6. An assumption of hd = rd/5 is valid for many disk-dominated galaxies (van der Kruit

& Searle 1981; Kregel et al. 2002). This difference has a small effect but changes in the baryonic

circular velocity will be reflected in the inferred dark matter halo. Most of the sample contains a

non-zero scale height (74%) while the reminder assumes a thin disk.

Our results are robust to: pressure support (asymmetric drift correction), uncertainties in ϒ, the

photometric band utilized for the M? measurement, the stellar disk circular velocity calculation, and

7The distances for the THINGS and LITTLE THINGS surveys are not changed.
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the combination of different surveys. In Figure 4.6, we reconstruct Figure 4.5 with the sample split

by the data source (left-hand column), asymmetric drift correction application (middle cloumn),

and photometric band utilized for M? measurements (right-hand column). Each subset has large

scatter compared to the M?−Mhalo and cvir−Mhalo relations. None of the subsets have significant

offsets from the main sample; our results are not driven by a particular data source or photometric

band. It is unlikely that observational systematics account for our results.

There are several improvements that can be made to this work. Measurements of M? and the stellar

surface density in a single consistent photomteric band, ideally infrared photometry, would de-

crease uncertainties in M? measurements and the systematics in combining different data sources.

There are several methods for rotation curve construction that our sample contains (e.g. Sancisi &

Allen 1979; Begeman 1987; van der Hulst et al. 1992; de Blok & McGaugh 1997; Gentile et al.

2004; Spekkens & Sellwood 2007; Oh et al. 2008, 2011a; Di Teodoro & Fraternali 2015). Con-

struction of the rotation curve from the data cubes in a uniform manner would similarly reduce

systematics. Application of the asymmetric drift correction for all galaxies, especially for systems

with Vobs,max < 75kms−1, would reduce the uncertainties from pressure support (Dalcanton &

Stilp 2010).

4.5.2 Baryonic Halo Profiles

The (stellar) mass-dependent profile of DC14 is thus far the only work that has characterized the

response of the entire halo profile due to baryonic processes. It is well established that hydro-

dynamic simulations with stellar feedback can create dark matter cores and the focus has been

on determining the size of the dark matter core or how the dark matter inner slope scales (Gov-

ernato et al. 2010; Macciò et al. 2012b; Governato et al. 2012; Teyssier et al. 2013; Di Cintio

et al. 2014a; Oñorbe et al. 2015; Read et al. 2015; Chan et al. 2015; Tollet et al. 2016). For ex-

ample, Governato et al. (2012) quantified the halo response of the dark matter inner slope to be:
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ρDM ∝ rα ; α =−0.5+0.35× log10
(
M?/108M�

)
.

Recent work has focused on the dependence of the inner slope with X (Chan et al. 2015; Tollet et al.

2016). The NIHAO suite (∼ 70 simulations) contains an updated star formation and feedback pre-

scription from the MAGICC simulations and finds a dependence that agrees with the DC14 profile

(Tollet et al. 2016). The FIRE project (9 simulations) uses an independent star formation and feed-

back prescription with a pressure-independent smoothed particle hydrodynamics code (Hopkins

et al. 2014) and finds the inner slope to have a different X dependence (See Figure 4 of Chan et al.

2015). The location of the minimum inner slope is the same in both works but Chan et al. (2015)

has a steeper slope at small X and shallower slope at large X compared to Tollet et al. (2016). In

both cases, observed galaxies with dark matter cores will be driven to X ∼−2.7 regardless of Mhalo

or Vobs,max if the halo profile is of this form. With such a small sample it is unclear how significant

the discrepancy is and further work is required.

We define the core radius as8: rc = r−1, then rc = rs

(
1−γ

β−1

)1/α

. With this definition, we find the

maximum rc at X ∼ −2.7 for fixed rs. For low mass galaxies that favor large cores, Mhalo will

be driven towards X ∼ −2.7 which increases cvir for fixed rs. This drives the galaxies away from

cosmological relations.

The core radii correlates with the stellar radial scale in hydrodynamic simulations with stellar

and supernova feedback, imprinting an additional radial scale in the halo (Oñorbe et al. 2015;

Read et al. 2015). To fully capture the halo response a density profile with a second radial scale

may be required (Read et al. 2015). Observations find that the stellar disk size scales with M?

(rd ∝ Mα
? ; e.g. Hunter & Elmegreen 2006; Courteau et al. 2007; Fathi et al. 2010), implying the

X dependence in the DC14 profile may already include the dependence of the stellar radial scale.

Exploring different functional forms may be a fruitful endeavor. It is possible that the MAGICC

simulations have not fully captured the halo response and a refined (stellar) mass-dependent profile

8The core radius is commonly defined from the logarithmic slope or density. The density definition of rc is:
ρ(rc)/ρ(0) ≡ 1/2. We favor the slope definition since the density is not finite at r=0. For the PISO profile the two
definitions are equivalent and they agree to within 20% for the Burkert profile.
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can alleviate the tension observed between the rotation curve fits and cosmological relationships.

Current results from hydrodynamic simulations do not suggest strong deviations from the DC14

profile.

The breakdown of the cosmological scaling relations is indicative of the failure to solve the TBTF

and diversity problems. The observed inner slopes can be explained with baryonic physics but

will not simultaneously match cosmological relationships. Standard cosmological relationships

breaking down at low Mhalo may be pointing towards unaccounted effects and additional physics

in the dark sector may help reconcile the tension. For example, warm (Lovell et al. 2014), self-

interacting (Rocha et al. 2013; Kaplinghat et al. 2014), or scalar field (Robles & Matos 2013;

Schive et al. 2014) dark matter can imprint another radial scale in the dark matter halo without

affecting large-scale structure.

We have conducted tests of the (stellar) mass dependent halo profile from DC14 with rotation

curves from the literature. The (stellar) mass dependent profile can explain rotation curve observa-

tions (i.e. solve the ‘core-cusp’ problem) but will not simultaneously reproduce the cosmological

M?−Mhalo or cvir−Mhalo relationships. Directly modeling rotation curves with halo profiles set

by hydrodynamic simulations is a fruitful method to test the dark matter response to baryonic

processes in hydrodynamic simulations.
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4.6 Appendix

4.6.1 High Quality Rotation Curves

In this section we consider the final sample with only the Q=1 subset. We reproduce Figure 4.5

with this subset in Figure 4.7. Our main results are robust to including the Q=2,3 subsets.

4.6.2 Deviation from Cosmological Relationships

We explore the deviations from the Behroozi et al. (2013) M?−Mhalo and Klypin et al. (2016)

cvir−Mhalo relationships in this section. In Figure 4.8, we show the deviation from the M?−Mhalo

versus deviation from the cvir−Mhalo relationship. Each deviation is expressed as the ratio of the

measured quantity to the expected quantity at a fixed measurement. The cvir deviation is quantified

by the ratio of the measured cvir to the expected cvir at the measured Mhalo value. We quantify

the deviation from the M? −Mhalo relationship two ways. First (left panel in Figure 4.8), we

compute the ratio of the measured M? versus the expected M? at the measured Mhalo value. Second

9http://leda.univ-lyon1.fr
10http://www.astropy.org
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Figure 4.7: Same as Figure 4.5 with only Q=1 subset.
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Figure 4.8: Ratio of the deviation from the Behroozi et al. (2013) M?−Mhalo relationship versus
the deviation from the Klypin et al. (2016) cvir−Mhalo relationship. The deviation from M?−
Mhalo relation is computed by comparing the ratio of the measured M? to the expected M? at the
measured Mhalo (left panel) or comparing the ratio of the measured Mhalo to the expected Mhalo for
the measured M? (right panel). The deviation from cvir−Mhalo relation is computed by comparing
the ratio of the measured cvir to the expected cvir at the measured Mhalo. Multimodal systems are
shown as x’s while single-mode systems are circles. Dashed lines show where the measured value
is equal to the relation.

(right panel in Figure 4.8), we compute the ratio of the measured Mhalo versus the expected Mhalo

at the measured M? value. In both cases, no trends between the deviations in the cosmological

relationships are observed.

4.6.3 Larger Kinematic ϒ

We explore a larger prior range in ϒkinematic is this section. The prior range is increased to 0.05 <

ϒkinematic < 10.0. We reproduce Figures 4.4 and 4.5 with the larger prior range in Figures 4.9

and 4.10 respectively. Our main results are robust to the increased prior range but the results

for individual galaxies are not. There are more systems with multimodal Mhalo posteriors and

several systems have three distinct modes in the Mhalo posterior. We include an additonal column
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in Figure 4.9 to show the three mode Mhalo systems.
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Figure 4.10: Same as Figure 4.5 but with a larger prior range on ϒkinematic.
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Chapter 5

Conclusion

The nature of dark matter is a one of major mysteries of modern astronomy and astrophysics.

We have presented two new techniques to characterize the kinematics in dark matter dominated

systems and an analysis to understand the distribution of dark matter in rotation curves.

The Bayesian object detection technique, presented in Chapter 2, uncovers localized substructure.

Two substructures are detected at high significance in the dwarf spheroidal galaxy Ursa Minor.

These are potential stellar systems or dark matter sub-subhalos. Either interpretation advances our

understanding of dark matter.

The dynamics of multiple stellar populations in dwarf spheroidal galaxies can be utilized to un-

cover the mass slope. In Chapter 3, we presented an analysis to disentangle multiple stellar pop-

ulations in dispersion supported systems. We introduced a novel method to remove Milky Way

background stars. We uncovered two multiple stellar populations at high significance but found

the mass slope to be inconsistent with dynamical equilibrium. The Ursa Minor analysis suffers

from several systematics but the methodology can be applied to other systems.

In Chapter 4, we presented an compilation of literature rotation curves and an analysis with a
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baryon influenced halo profile. We found that the rotation curves are well explained with this halo

profile but the resulting halos do not follow well motivated cosmological relations. This suggests

either the baryon influenced halo profile is incorrect or there is dark matter physics unaccounted

for.

The work we have presented has increased our understanding of the kinematics in the Ursa Minor

dwarf spheroidal galaxy and why dwarf and spiral galaxies contain dark matter cores. These new

techniques will be key in the dynamical modeling of dwarf spheroidal as new and larger kinematic

data sets are created.
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J. R., 2004, ApJ, 609, 35

Kravtsov A., Vikhlinin A., Meshscheryakov A., 2014, preprint, (arXiv:1401.7329)

Kreckel K., Peebles P. J. E., van Gorkom J. H., van de Weygaert R., van der Hulst J. M., 2011, AJ,
141, 204

Kregel M., van der Kruit P. C., de Grijs R., 2002, MNRAS, 334, 646

Kuhlen M., Diemand J., Madau P., 2008, ApJ, 686, 262

Kullback S., Leibler R. A., 1951, The Annals of Mathematical Statistics, 22, pp. 79

Kuzio de Naray R., Kaufmann T., 2011, MNRAS, 414, 3617

Kuzio de Naray R., McGaugh S. S., de Blok W. J. G., Bosma A., 2006, ApJS, 165, 461

Kuzio de Naray R., McGaugh S. S., de Blok W. J. G., 2008, ApJ, 676, 920

Lake G., Schommer R. A., van Gorkom J. H., 1990, AJ, 99, 547

Laporte C. F. P., Walker M. G., Peñarrubia J., 2013, MNRAS, 433, L54
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Walker M. G., Peñarrubia J., 2011a, ApJ, 742, 20
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