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Here are three studies of dark matter ("DM") dominated objects, with the aim of constraining

the shapes of the inner regions of their DM halos. The first chapter is an introduction to

the dissertation. Using galaxy cluster Abell 611 as a prototype, in Chapters 2 and 3 we

model the strong lensing of eight galaxy clusters to infer the mass distribution in the range

of 10 kpc to 150 kpc from the centers of the clusters, then subsequently derive constraints

on self-interaction cross-section over mass σ/m of DM particles. We infer the mass profiles

of the central DM halos, bright central galaxies, key member galaxies, and DM subhalos

for the member galaxies for all 8 clusters using the QLens code. The inferred DM halo

surface densities are fit to a self-interacting dark matter ("SIDM") model, which allows

us to constrain the self-interaction cross section over mass σ/m. When our full method

is applied to mock data generated from two clusters in the Illustris-TNG simulation, we

find results consistent with no DM self-interactions as expected. For the eight observed

clusters with average relative velocities of 1458+80
−81 km/s, we infer σ/m = 0.082+0.027

−0.021cm2/g

and σ/m < 0.13 cm2/g at the 95% confidence level. In Chapter 4 we examine the bright

dwarf spheroidal galaxies of the Milky Way, using a novel approach not yet completed in

literature on these 9 objects: the use of phase space distribution functions. We use as data

the observed surface density, velocity dispersion and fourth-order velocity moment. We use

mock data from the Gaia Challenge project to show that the model can infer important
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characteristics such as rmax, vmax, the half-light radius, the density at 150 pc and the core

radius. We find that the accuracy of the predictions is highest for data sets in which the

stellar component is not too deeply embedded within the DM halo. For the observed sample,

we infer these same parameters with accuracy comparable to those using a Jeans analysis

approach. We confirm the wide diversity of inner densities in these objects, in particular

that the Draco, Leo I, Leo II and Ursa Minor dwarf spheroidal galaxies are approximately

four times more dense than Carina, Sextans and Fornax.
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Chapter 1

Introduction

Dark Matter ("DM") is thought to make up a substantial fraction of the mass of the universe,

but its scientific description is still vague. Zwicky [213] first used the phrase in studying the

redshifts and velocity dispersions of galaxies, and concluded that "dunkle Materie" (dark

matter) is present in much larger quantities than luminous matter. Today, the prevailing

theory for the formation of the universe is ΛCDM, in which the Λ denotes Einstein’s cos-

mological constant and CDM denotes cold dark matter. In ΛCDM, the mass budget of the

universe is approximately 85% DM [1]. Scientists today are engaged in a great many searches

for DM, some attempting to detect DM particles directly and others using indirect methods.

But yet we still know little about this mysterious substance, especially its particle nature

(and whether it is a particle at all).

We see evidence for its existence in many ways, including the velocity dispersion of galaxy

clusters, the rotation of spiral galaxies, the shapes of galaxy cluster mergers, the cosmic

microwave background, gravitational lenses, the filament structure of the universe and galaxy

formation/evolution history [174]. ΛCDM is successful at explaining all of these, although

some discrepancies remain [15]. There are two primary places where we try to examine DM:
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laboratories on Earth, and astrophysical "laboratories" in the universe. Here I focus on

the astrophysical approach. DM interacts with baryonic matter primarly (or perhaps even

exclusively) through gravity. We can ask "Where should we look in the universe to best

observe DM’s gravitational effects?" Ideal places would have high concentrations of DM, but

low concentrations of baryons, so that we can mostly ignore the baryons and not have to

disentangle their effects from that of the DM. Still, we need some baryons, since baryons are

what we ultimately observe.

Because DM shows its astrophysical existence primarily via gravity, we need it to be present

in large quantities in order to study it. At present, that means scales of at least several

orders of magnitude more than the mass of the sun. Behroozi et al. [7] and Read et al. [151]

examine the DM fraction of at scales ranging from 108M� to 1015M�, and conclude that the

DM fraction is highest at either the bottom end of that range (i.e., dwarf galaxy scales) or

the top end of the range (galaxy cluster scales). At those scales, we expect baryonic matter

to comprise less than 0.1% of the total mass of astronomical objects. In the middle ground,

containing galaxies such as our own Milky Way (approximately 1012M�), the baryon fraction

can be up to a few percent of the total. So here are two sets of astrophysical targets that

are prime laboratories for studying DM: galaxy clusters and dwarf galaxies.

The Standard Model of particle physics does an excellent job at explaining most of the

phenomena that we observe in the Universe, but it does not explain DM, so we need to look

beyond the Standard Model. One of the main frameworks for doing so is the dark sector (or

"hidden" sector) framework. This theory introduces new particles and force carriers beyond

the Standard Model. A natural result of these new particles would be self-interaction, in

which one DM particle occasionally collides with another. Self-interactions do not occur

under the ΛCDM paradigm. Such self-interacting dark matter ("SIDM"), [182, 150, 195,

163, 80, 155] might explain some potential departures of ΛCDM from observation. Two of

these potential discrepancies are (1) that the observed density profiles in the cores of DM
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halos is not as steep or "cuspy" as ΛCDM predicts [20], and (2) that there are fewer dwarf

galaxies observed than are predicted by ΛCDM N-body simulations [15, 81].

In Chapter 2, we examine the galaxy cluster Abell 611. This cluster is a beautiful example

of a gravitational lens, with distant source galaxies at various redshifts making multiple

lensed images. We use the gravitational lens software QLens to model the DM and baryonic

components of the cluster. We explore different functional forms for the DM density profile,

and show that the model can put robust constraints on the DM halo core size and core

density, and consequently can help constrain the self-interaction cross-section for SIDM.

In Chapter 3, we use the analysis procedure from Chapter 2 and expand its application

to three simulated clusters from the Illustris-TNG simulation [128] as well as 8 observed

clusters, which include Abell 611 and 7 similar ones. Models of the simulated clusters

accurately recover the critical curves and image positions of the gravitational lens. More

importantly, the models recover the density profiles of the simulated halos, including their

cuspy inner profile. We apply the model to the 8 observed clusters to obtain their density

profiles. We next use a halo-matching model that allows the DM halos to assume an inner

profile consistent with self-interaction, which allows us to infer the self-interaction cross-

section for each. Finally, using the SIDM cross-section results of all 8 clusters, we are able to

constrain the self-interaction cross-section to be less than 0.13 cm2/g at the 95% confidence

level.

In Chapter 4 we shift to the dwarf galaxy scale to look into the cores of the bright dwarf

spheroidal galaxies of the Milky Way. These galaxies have been analyzed before using Jeans

analysis, but we take a different approach here. We use phase-space distribution functions

to model 24 simulated dwarf galaxies based on those of the Gaia Challenge project [154] and

the 9 bright dwarf spheroidal galaxies of the Milky Way, using as data their surface density,

velocity dispersion and fourth-order velocity moment. Using this approach, we are able to

infer key characteristics of the DM halos such as the halo radius scale, velocity scale, the
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mass within the half-light radius and the density at 150 pc from the galaxy centers. These

inferences have accuracy comparable to that of the Jeans analysis method, and confirm that

the DM halos of these Milky Way satellites are very diverse. These characteristics will be

useful in further studies that explore small-scale puzzles in DM such as the ones mentioned

above, and whether SIDM or other physics beyond ΛCDM can help explain them at the

scale of dwarf galaxies.
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Chapter 2

Detecting Cores of Dark Matter Halos in

Galaxy Clusters with Strong Lensing

2.1 Introduction

Galaxy clusters provide a critical test of dark matter theories if their inner dark matter

density profile can be measured. Hierarchical structure formation models make concrete

predictions about cluster density profiles. For example, in the cold dark matter (CDM)

paradigm, dark-matter-only simulations show that hierarchical structure formation leads to

cuspy dark matter halos with a Navarro-Frenk-White (NFW) density profile [125, 126, 60],

with the 3-D density profile ρ ∝ r−1 in the inner region. However, self-interactions or the

feedback effects from baryons can potentially modify the inner slope. For example, Active

Galactic Nuclei (AGN) may potentially cause flattening of central cusps of cluster mass halos

[141, 106, 110]. Self-interacting dark matter (SIDM) models [182] and simulations thereof

[179, 51, 163] predict shallower slopes for radial dark matter density profiles.

The presence or absence of dark matter cores in clusters is an open question. Sand et al. [168]
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found an inner logarithmic slope of ∼ −0.5 in two relaxed clusters using a combination of

lensing and kinematic data. Newman et al. [133, 132] found a similar result for Abell 611 and

similar clusters using a combination of strong lensing, weak lensing and stellar kinematics.

Del Popolo [40, 41] came to the same conclusion analyzing a group of clusters that include

Abell 611. Annunziatella et al. [4] dissect the cluster MACS J0416 and find that the inner

dark matter profile is shallower than NFW. In contrast, Caminha et al. [23] finds an inner

log slope of the density profile close to the canonical NFW value of -1 for the cluster MACS

J1206, although they do not separate out the baryonic component. While simulations have

been steadily advancing in scope and resolution, there is still no consensus in the question

of cores in clusters (see Schaller et al. 170, Martizzi et al. 106).

The mass profiles of galaxy clusters can be probed by several methods, each having a distinct

range of radii at which it can yield insight. These methods include stellar kinematics, strong

lensing, X-ray emission and weak lensing, which cover the full range from 10 kpc to 1 Mpc

scales [190, 130, 74].

Strong lensing refers to multiple images of a background source, with the image positions and

magnifications determined by the mass distribution of the deflector. Multiple images can be

exploited to provide strong constraints on the distribution of the matter in the lens, since

the mass distribution must simultaneously satisfy the lens equations for all images [e.g., 88].

Images appear near the Einstein radius of the lens, which is typically tens of kpc for galaxy

cluster lenses, well within the cluster scale radius, and also where the effects of baryons and

dark matter self-interactions are strongest. Separating the two effects is critical.

Abell 611 is dynamically relaxed [47]. It has been studied before, but usually in conjunction

with X-ray images, weak lensing and/or kinematic data (see Donnarumma et al. [47], Schmidt

and Allen [172], Romano et al. [164], Richard et al. [156], Newman et al. [130, 133, 132], Del

Popolo [40, 41], Monna et al. [118], Zitrin et al. [212]). Abell 611 is an excellent test case for

gravitational lensing analysis, as it images multiple sources at multiple redshifts, contains
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radial arcs at various locations, and has images at a range of radii, from 30 kpc to more than

100 kpc.

In this Chapter and the following one we constrain the dark matter distribution using strong

lensing alone. This allows us to characterize the strengths and limitations of strong lensing

separately from other techniques. Our primary goal is to determine how well one can con-

strain the size of a central core in a lensing cluster, i.e., determine the radius (if any) below

which the density profile becomes relatively flat.

We adopt a flat cosmology with ΩΛ = 0.7, Ωm = 0.3, and H0 = 70 km s−1Mpc−1. At the

adopted lens redshift of 0.288, the distance to the lens is 893.8 Mpc, and 1′′is equal to 4.329

kpc. We define halo mass as M200, the mass enclosed by a sphere of radius R200, which we

define in turn as the radius at which the halo density is 200 times the critical density of the

universe at the redshift of the halo.

This Chapter is organized as follows. In Section 2.2 we discuss the new lensing code and

lens mass profiles. In Section 2.3 we discuss the mock data sets and lens models used in our

analysis, and the results of those models. In Section 2.4 we describe the data and lens model

for Abell 611, and discuss the results of the analysis for that cluster. Our conclusions are

summarized in Section 2.5.

2.2 Halo Models and Lensing Software

We choose a flexible mass model for our tests which has a core, and for which the mass

distribution approaches NFW as the core radius goes to zero. We require a fast method to

calculate the magnification and deflection at each point. These requirements are in a new

lensing software, QLens , which allows for both pixel image modeling (using pixelated source

reconstruction) and point image modeling (with option to include fluxes, time delays, and
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multiple sources at different redshifts). QLens includes 14 different analytic lens models to

use for model fitting, including 10 different density profiles where ellipticity can be introduced

into either the projected density or the lensing potential (the remaining models include a

general multipole term in either the kappa or the potential, point mass, external shear or mass

sheet). In addition, a built-in nested sampler is included, along with an adaptive MCMC

algorithm called T-Walk [30]; however the code can also be compiled with MultiNest [56] or

PolyChord [65]. The QLens package is now available on GitHub by request and includes a

student-friendly tutorial to get users started with point image modeling. Here, we describe

the novel features implemented in QLens that are critical to the results of this paper.

We consider two types of cored halo models for modeling cluster halos. The first model is a

cored NFW profile (cNFW), for which the density profile is defined as

ρ =
ρsr

3
s

(rc + r) (rs + r)2 . (2.1)

This will be the primary lens model we use in this work for the cluster halo. Note that as the

core radius rc → 0, the density profile reduces to the standard NFW form. This profile has

been used in lens modeling in Newman et al. [133, 132], and was found by [143] to provide a

reasonably good fit to cored DM halos found in hydrodynamical simulations of [64]. Analytic

formulas for the kappa profile and deflection of the corresponding spherical model are given

in Appendix A.1.

The second cored halo model, which we call the Corecusp model, is defined as

ρ =
ρ0r

n
s

(r2 + r2
c )
γ/2 (r2 + r2

s)
(n−γ)/2

. (2.2)
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This is an extension of the “cuspy halo model” of [121]. This model also allows for a core

in addition to a scale radius, where rc < rs. In the limit of large r, the log-slope is given

by n, whereas in the limit of small r and zero core, the log-slope is given by γ. Note that

in this model, both the core and scale radius are added in quadrature to r, resulting in a

more rapid turnover compared to the cNFW model at the scale and core radii. As a result,

the profile does not reduce exactly to NFW in the limit rc → 0. On the other hand, the

greater flexibility afforded by the variable inner and outer log-slopes may become useful

when combining strong lensing with data that probe the density profile on larger scales, e.g.

weak lensing or X-ray data. For the purposes of this paper, however, this profile provides

a comparison of how sensitive the core constraints are to the exact nature of the turnover

behavior of the density profile near rc. As we are primarily interested in the behavior in

the region interior to rs, we fix n to 3 in this work, to match that of an NFW profile. The

relevant lensing formulas are given in Appendix A.1.

For each of the above lens models, we add ellipticity by making the replacement R2 → qx2 +

y2/q in the projected density profile. The deflection and Hessian of the lens mapping must be

calculated by numerical integration (see Schramm 173, Keeton 85), which is computationally

expensive. While the integrals can be done relatively quickly using Gaussian quadrature, it

is not known a priori how many points will be required for the integral to converge beyond

a specified tolerance. This can be solved by an adaptive quadrature scheme where the

integration is done at successively higher orders and an error estimate is obtained after each

iteration, then stopping when the error falls below a specified tolerance. To implement this,

we employ a modification of Gaussian quadrature known as Gauss-Patterson quadrature

[38], which consists of nested quadrature rules whereby a given order of integration retains

the function evaluations from the lower orders, thus ensuring they are not wasted (at the

cost of allowing up to a maximum order of 511 points).1 For lensing calculations, we find this
1The algorithm described above is quite similar to adaptive Clenshaw-Curtis quadrature [38] except it is

an open interval quadrature rule, thus dodging the issue of having to evaluate the projected density or its
derivative at r = 0.
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adaptive quadrature scheme requires nearly an order of magnitude fewer function evaluations

compared to Romberg integration [38] for a tolerance ∼ 10−3. This reduces the expense of

lensing calculations enormously for elliptical projected density profiles.

The mass distribution of the dark matter halo in strong lenses has been shown to be consistent

with elliptical isodensity contours in several studies [205, 206, 90]. Hence, when modeling the

cluster halo, there is strong motivation for introducing ellipticity into the projected density

profile as described above. However, because of the computational burden of performing the

integrations for elliptical density profiles, it is common to instead use the “pseudo-elliptical”

model in which the halo ellipticity is incorporated into the gravitational potential rather

than the projected density [62]. Here, we consider both approaches, and will compare the

pseudo-elliptical approximation to the full elliptical density approach.

2.3 Mock Data Modeling

We are interested in determining the capabilities of strong lens modeling for inferring the

cluster dark matter halo properties. The following questions guided our choice of mock data

sets.

1. Is it possible to distinguish between a core and a cusp with strong lensing alone?

2. To what extent can central images help in determining the inner density profile?

3. How do inaccuracies in the outer density profile affect the result? Do they lead to a

spurious detection of a core or cusp?

4. Does the use of an elliptical potential rather than using a elliptical density profile lead

to inaccurate results?
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Table 2.1: The parameters, their true values, prior ranges and prior types for the mock data
set. For all sampled parameters, the prior distribution is uniform over the parameter range.

Parameter Name Description Units True Value Prior Range
DM Halo (cNFW profile)
M200 halo mass M� 1.1× 1015 2× 1014 − 5× 1015

c200 concentration - 7.0 1 - 20
βc core ratio (rc/rs) - 0.157 0.0 - 0.96
q axis ratio - 0.8 0.3 - 1.0
θ orientation degrees 132.5 120 - 150
x-center x coordinate of center ′′ 0. -5 - 5
y-center y coordinate of center ′′ 0. -5 - 5

BCG (dPIE profile)
b mass parameter ′′ 0.60 0.1 - 10.0
a scale radius ′′ 15 (fixed)
s core radius ′′ 0.05 (fixed)
q axis ratio - 0.75 (fixed)
θ orientation degrees 72.5 (fixed)
x-center x coordinate of center ′′ 0.5 (fixed)
y-center y coordinate of center ′′ -0.9 (fixed)

Table 2.2: Mock data calculated parameters.

Parameter Name Description Cored System Cuspy System
Dlens angular dia. dist. to lens 894 Mpc 894 Mpc
Σcrit(zsrc,ref = 1.49) critical surface density 2.53× 109M� /kpc2 2.53× 109M� /kpc2

DM Halo (cNFW profile)
rs scale radius 63.′′7 63.′′7
rc core radius 10′′ 0′′
r200 halo radius 445.′′7 445.′′7

BCG (dPIE profile)
rE,BCG Einstein radius 0.′′57 0.′′57
MBCG total mass 1.34× 1012M� 1.34× 1012M�

11



Figure 2.1: The location of the mock data image points, with representative caustic curves
and critical curves. The representative curves shown correspond to a reference redshift of
z = 1.49. [Top Row ] Source plane plots for the cases that exclude central images. Cored is
left, cuspy is right. [Bottom Row ] Image plane plots for the base cored case (left) and base
cuspy case (right). Central images are shown in cyan.

Modeling the mock data allows us to test the power of models to constrain relevant param-

eters in a controlled way.

2.3.1 Mock Data Preparation

To test the ability of the lens models and software to constrain the relevant halo and Brightest

Cluster Galaxy (‘BCG’) parameters, six sets of mock data were created, as follows:
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• Cuspy, no central images

• Cored, no central images

• Cuspy, with central images

• Cored, with central images

• Cored, no central images, highly elliptical halo (axis ratio = 0.5)

• Cuspy, no central images, highly elliptical halo (axis ratio = 0.5)

The mock data sets were constructed to be similar in nature to Abell 611 in most respects,

including mass, redshift, position angle, offset and ellipticity. To examine the usefulness of

central images in constraining system parameters, two image sets were generated for each

of the cored and cuspy cases; one image set included positive parity central images and one

did not. The input parameters of the mock data objects are summarized in Table 2.1, and

calculated parameters are shown in Table 2.2.

The mock data sets consisted of a dark matter halo and a bright central galaxy, offset by

∼ 1′′, each at a redshift of 0.288, matching the redshift and inferred offset of Abell 611 [D11].

The dark matter halo was modeled by a cNFW profile. The scale radius (“rs") was chosen to

be 50′′and the halo mass to be 1.1× 1015M� , similar in magnitude to Abell 611 and other

galaxy clusters. The dark matter halo is oriented 132.5° counterclockwise from the x-axis.

In the cored cases only, a uniform density core is modeled with a transition radius of 10′′.

We chose an axis ratio of 0.8 for primary mock data sets, as that is similar to that of typical

clusters. But since galaxy clusters can sometimes have highly elliptical structure (see Richard

et al. [156], Table 7), we constructed two separate mock data sets with a highly elliptical

dark matter halo (axis ratio = 0.5) to investigate the effects of more severe ellipticity on the

model inferences, which we discuss in Section 2.3.4.
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The BCG was modeled with a dual pseudo-isothermal ellipsoid (dPIE) profile (Elíasdóttir

et al. [52], and defined in Appendix A.1.2) that allows separate specification of the tidal

break radius and core radius. The QLens mass parameter for dPIE profiles,“b", can be

expressed as

b =
σ2

0rcut
2GΣcrit(rcut − rc)

(2.3)

where σ0 is the central velocity dispersion, G is the gravitational constant, Σcrit is the critical

surface density of the lens at the relevant redshift, rcut is the tidal cutoff radius and rc is the

core radius. Therefore, the mass parameter “b" roughly corresponds to the Einstein radius

(and reduces exactly to the Einstein radius as rc → 0), and b ∝ σ2
0. The BCG was given a

stellar mass of 1.34× 1012M� , which corresponds to b = 0.60, and a small core of uniform

density, with a radius of 0.05′′, similar to that noted in Abell 611 [D11].

The tidal break radius of the BCG in Abell 611 found in recent literature is between 10 and

20′′(Newman et al. [130] and [D11]); a value of 15′′was chosen for this mock data analysis.

The axis ratio was chosen at 0.75, as might be typical for an elliptical galaxy, and close to

that measured for the BCG in Abell 611 in other strong lensing analyses. The BCG was

oriented at an angle of 72.5° and was positioned at (0.′′5, -0.′′9) in the image plane. This

corresponds to an offset from the dark matter halo by ∼ 4 kpc, consistent with the offset

found for Abell 611 in Donnarumma et al. [47] and Newman et al. [130], and similar to that

of other clusters [133].

Sources for the mock data were chosen in four redshift groups: 0.908, 2.00, 2.06 and 2.59,

respectively, similar to source redshifts Abell 611 [D11]. For each redshift, one or two compact

sources were created within an area of approximately 1′′, with two to three source points

each. Simulated position errors with a standard deviation of 0.′′2 were incorporated into the

image positions. Figure 2.1 shows the source plane and image plane representations for the
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cored and cuspy data sets.

2.3.2 Mock Data Lens Model

A lens system model was constructed with two lens objects, one to represent the halo and

one to represent the BCG. As in the mock data preparation, the halo lens was modeled with

a cNFW profile and the BCG lens with a dPIE profile.

The systems were analyzed using a nested sampling algorithm with 1,000 live points. There

are 8 sampled parameters (7 for the dark matter halo and one for the BCG). For purposes

of computational speed, source plane χ2 evaluations were used in the beginning of each

run, with a switch to image plane evaluations occurring mid-run, producing the image-plane

result but in less time. Spot checks of the posterior distributions were made to verify that

the results are nearly identical to employing the image-plane χ2 for the entire run.

The image plane χ2 is calculated as follows:

χ2
img =

∑
i

(xobs,i − xmod,i)
2

σ2
i

(2.4)

where i is the image index, σi are the image position uncertainties, xobs,i is the observed

image position and xmod,i is the modeled image position. A similar χ2 can be calculated in

the source plane, as described in Keeton [84].

We used uniform priors for the parameters as shown in Table 2.1. All of the models showed

a close match between the data images and the model images. An example final fit image is

shown in Figure 2.2.
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Figure 2.2: Example of a final fit image for the mock data. This fit is for the cuspy halo,
without central images. The data points are shown in red, and the modeled images in
cyan. The points appear as purple when the best fit model and data images overlay. The
unmatched model images near (0, 0) are positive-parity “central" images, which are typically
unobservable due to low magnification and/or obscuration by bright objects in the center of
the cluster.
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Figure 2.3: Core radius posterior distributions for the cored cases (upper) and cuspy cases
(lower). The true value for core radius is 43.3 kpc (10′′) in the cored case and zero in the
cuspy case. Note the different horizontal scales.
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2.3.3 Mock Data Results

2.3.3.1 Data without Central Images

We first consider as our baseline a dataset with no central images included, as might be

expected for a cluster system with a bright object near the center that would obscure such

central images. Figure 2.3 shows the posterior probability profiles for the cNFW “rc” pa-

rameter (core break radius) for the six cases. For the cored data set with no central images

(dotted curve), the median value of core radius (true value of 10.′′0) is 7.′′0, with a 1-σ lower

bound of 4.′′8. For the cuspy data set (true core radius of zero), the median fit value is 0.′′3,

with a 1-σ upper bound of 0.′′6. The model is able to accurately distinguish between the

cored and cuspy cases.

Triangle plots showing the posterior distributions of the parameters can be found in Fig-

ures A.1 and A.2 in Appendix A.3. The parameters are successfully recovered, with all of the

true values of the parameters within ∼ 1 standard deviation of the best-fit posterior value.

2.3.3.2 Data with Central Images

It is interesting to look at the same analysis with the central images included to see how

useful the central images are in constraining parameter values. The solid curves of Figure 2.3

provide an illustration of this. For the cored data set, the best fit value of core radius is 8.′′5,

with a 1-σ lower bound of 6.′′5. For the cuspy data set, the best fit value is 0.′′05, with a 1-σ

upper bound of 0.′′12. Clearly, the central images greatly enhance the ability of the model to

accurately constrain the core radius. The other parameters follow a similar pattern, with the

mass and scale radius parameters of the dark matter halo determined with some uncertainty

(but with more certainty than in the cases without central images), while the axis ratio,

position angle and centroid coordinates are determined with high certainty.
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Figure 2.4: Plots of scaled surface density (κ) versus radius for the mock data models. The
use of the central images in the fitting enables a tighter constraint to the mass density in the
inner region. The median (50th percentile) posterior value of the parameter set is shown as a
solid red line, and the 16- to 84-percentile band is shown in gray. The true parameter value is
shown as a dashed blue line. The radii bands in which images are located are highlighted in
red. A reference redshift of z = 1.49 is used in the calculation of κ. The plots are slices that
are averaged over 360°. The BCG can be observed as the bump at a radius of approximately
1′′.

[From top]: Cored without central images, cupsy without central images, cored with central
images, cuspy with central images.
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2.3.3.3 Constraints on Surface Density

One measure of the utility of the model is the ability to accurately reproduce the (2-

dimensional) surface density of the cluster. Here we examine scaled surface density, κ(r) ≡
Σ(r)
Σcrit

, where Σ(r) is the surface density and Σcrit is the critical surface density for the per-

tinent lens and source redshifts. Figure 2.4 shows the circularly-averaged κ versus radius

for the cored and cuspy data sets, both with and without central images. Surface density

is very accurately determined in the region where images are present, and the presence of

central images enhances the accuracy of the predictions in the inner regions. Only in the

radial regions far from the images does the predicted κ deviate significantly from its true

value.

2.3.4 Pseudo-Elliptical Approximation

As discussed in Section 2.2, an often-employed approximation is to use an elliptical form

for the gravitational potential of the object rather than the density itself [62]. The limits

of validity for that approximation is given in Golse and Kneib [62] to be for the range of

ellipticities ε . 0.25, which corresponds to an axis ratio q & 0.75. In Dúmet-Montoya et al.

[49], they analyze the effect of the pseudo-elliptical approximation on an NFW profile (i.e.,

with no core), and conclude that ellipticities up to ε . 0.5 can be used for low values of

surface density and in the region of lensing arcs. Here we compare the results of such an

approximation to that of using the true elliptical density for both the cuspy (NFW) and

cored (cNFW) profiles. The dot-dashed lines in Figure 2.3 show the cored and cuspy cases

(without central images) but using the pseudo-elliptical approximation, for the mock data set

with axis ratio q = 0.8. The pseudo-elliptical model has somewhat less power to resolve the

different cases than the model that uses the full elliptical density (solid lines in the figure).

Specifically, in the cored case, where the true value of the core radius is 43.3 kpc, the core
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radius posterior for pseudo-elliptical model peaks at ∼20 kpc, while the true elliptical model

shows a peak at ∼30 kpc. In the cuspy case, where the true core radius is zero, the pseudo-

elliptical model produces a peak posterior at ∼3 kpc, whereas the true elliptical model has

a peak at ∼1 kpc.

Turning now to the mock data sets with high ellipticity (i.e., axis ratio q = 0.5), Figure 2.5

illustrates the posterior distribution results for the mass, concentration and core radius

parameters. For this very elliptical halo, the models using the full elliptical density profile

recover the parameters well, with the true value of all parameters located within the 1-

σ posterior contours. In contrast, the pseudo-elliptical approximation does not accurately

recover the input parameters. In the cuspy case, the true value for the halo mass is outside

the 2-σ contour of the posterior. In the cored case, the true values for halo mass and

concentration are both well outside the 2-σ contours of the posteriors. As an example of

how this could bias inference of core size, if weak lensing or X-ray constraints were used that

constrain halo mass and concentration to be close to their proper values, this will in turn

cause rc to be biased low. The lower left posterior in Figure 2.5 demonstrates that if the halo

mass were fixed to its (correct) value of 1.1× 1015M� , the value of rc would be inferred

at approximately 5′′, half as large as the true value (10′′). This illustrates the dangers of

combining different probes to obtain core constraints if systematic errors are present in the

lens model.

2.3.5 Model Dark Matter Halo Radial Density Profile

In order to explore the importance of the shape of the assumed halo profile in detecting cores,

an alternative set of mock data was constructed using a Corecusp profile for the dark matter

halo rather than a cNFW profile. The Corecusp profile is very similar to cNFW but has

a faster transition between the inner and outer slopes. (Refer to Section 2.2 for definitions
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Figure 2.5: Posterior distributions for halo mass, concentration and core radius parameters,
showing the effect of using an approximate elliptical potential for highly elliptical systems.
[Top Row:] full elliptical density profile used. [Bottom Row:] pseudo-elliptical approximation
used. [Left Column:] cored case. [Right Column:] cuspy case. Orange lines and ’x’ markers
indicate the true parameter values. The units for mvir are 1015M� , and for core radius,
arcseconds.
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Figure 2.6: Scaled surface density (κ) versus radius for a fit of a cNFW halo lens on mock
data generated with a Corecusp profile. The true density profile is shown as a dotted blue
line. [Top]: Cored case, no central images. [Bottom]: Cuspy case, no central images. Note
that the accuracy of the modeled profile declines at radii far from the image locations.
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of the various density profiles.) The Corecusp parameters for scale radius and core radius

were the same as those used in the cNFW mock data, i.e., 63.′′7 and 10′′, respectively. The

slope parameters for inner and outer logarithmic slope were set to -1 and -3, respectively,

matching those of a cNFW profile.

Figure 2.6 shows the results of fitting a cNFW dark matter halo lens to mock data constructed

with a Corecusp dark matter halo, with no central images. The fit is very good in the region

of radius values of 10′′to 50′′, close to where the images are located. However, in attempting

to fit that area as well as possible, the model predicts a cored halo for the region interior to

approximately 1′′, when in fact the halo is cuspy. In the case of the cored halo, the model

does predict a core but overestimates the surface density in the core by approximately 40%.

Without data in the inner regions to guide it, predictions become unreliable there.

2.3.6 Mock Data with Perturbers

The mock data set described above does not contain perturbing galaxies, and it is possible

that the inclusion of such perturbers might make the model parameters more difficult to

determine. In addition, the mock data set has four unique redshift groups, and while this

is typical of data sets for galaxy clusters, the analysis of Abell 611 in this work relies on

data at only two unique redshifts (see Section 2.4.1). To ameliorate the concern that these

differences between the mock data and the real data might have a strong effect on the

results, we constructed another mock data set for the cNFW lens (only), using only two

redshift groups and including two perturbing galaxies. Both cored and cuspy cases were

examined.

The results are qualitatively similar to that of the original mock data, i.e., the models

faithfully reproduce the data images and recover the model parameters fairly well, with some

mild degeneracy between the mass components. The core size is clearly different between
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the cored and cuspy data sets, allowing the existence of a core to be discerned. Posterior

distributions for selected parameters are shown in Appendix A.5.

2.3.7 Summary of Mock Data Results

By modeling these mock data, it is clear that the surface density of the cluster, and thus

cored or cuspy characteristics, can be well-predicted in the radial regions having image data

points. Central images provide data in the inner regions (1′′to 8′′in our model) and thus

enhance accuracy there. Using a profile shape that sufficiently approximates the true halo

profile is important, as mismatches can lead to inaccurate predictions in regions devoid

of image data. The use of the pseudo-elliptical approximation can lead to inaccuracies in

parameter recovery exceeding 2-σ for highly elliptical halos.

2.4 Modeling of Abell 611

Having tested the sensitivity of our model to varying mass profiles using strong lensing alone,

we now turn to the real cluster data. We test for the presence for a core by fitting the data

to two different profiles: cNFW and Corecusp.

2.4.1 Abell 611 Data

The data for the modeling of Abell 611 were taken from sources A and B in Table A.1 of

Donnarumma et al. [47]. Their originally reported redshifts were 0.908 and 2.06, respectively,

however subsequent analysis [see 133, 8] indicate that the correct redshift for source A is

1.49. We have adopted that value. It is interesting to note that Monna et al. [118] included

an additional, demagnified central image for Source B in their analysis, in the BCG light
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at a location of (J2000:120.236 680°, 36.056 140°). We verified that our cNFW and Corecusp

models both predict a central image within ∼ 1′′of that location. While we did not include

this image in our baseline analysis, the effects of its inclusion are discussed in Section 2.4.3.1.

Source C consists of two points at a reported redshift of 2.59, however the inclusion of this

source in our model led to a large shift of the centroid of the dark matter halo, which was

inconsistent with the findings from Donnarumma et al. [47] and Newman et al. [130]. This

source also has the weakest photometry in the data set, with HST F606W magnitude fainter

than 27.0 [156]. Therefore, we decided not to include Source C in the model. Source D is

a 4-image source with no confirmed spectroscopic redshift. Donnarumma et al. [47] elected

not to include this source in their models, and we also exclude it. We did test the inclusion

of sources C and D, and found a substantial increase in the resulting χ2 of the model. We

set the origin to be the coordinates of the BCG as given in Table 4 of Donnarumma et al.

[47] (J2000: 120.236 78°, 36.056 572°). The resulting data set contained 25 images in set A

and 24 in set B, for a total of 49 images of 13 source points. We adopted 0.′′2 as the position

error value, as did Donnarumma et al. [47] (but see Section 2.4.5.1 for a discussion of the

importance of that assumption). The images are located in a range of 7 to 28′′from the BCG

center.

2.4.2 Abell 611 Lens Model

Following Donnarumma et al. [47], we constructed a lens model with a dark matter halo,

BCG, and seven other perturbing lenses. The model parameters are described in Table 2.3.

Since we are using various density profiles for the dark matter halo, we need a consistent

way to compare concentration and core radius, and have therefore adopted the following

definitions. We define “core radius” as the radius at which the logarithmic slope of the
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density is -1, i.e.,

dlog(ρ(r))

dlog(r)

∣∣∣∣
r=rcore

= −1. (2.5)

We define the concentration as

ĉ200 ≡
r200

r−2

(2.6)

where r200 is the radius at which the density is 200 times the critical density of the universe

at the redshift of the lens, and r−2 is the radius at which the logarithmic slope of the density

profile is -2. Note that for the cNFW profile, in the limit rc → 0 where the profile reduces

to NFW, we have r−2 = rs.

The Abell 611 system was analyzed using the MultiNest sampling algorithm [56] with 4,000

live points. There were 14, 15 and 13 sampled parameters for the cNFW, Corecusp and NFW

profiles, respectively. Considering the 49 image points being generated from 13 sources,

we then have 57 to 59 degrees of freedom depending on the lens model. We tested both

source plane and image plane chi-square evaluations, and found very similar results for each

method. Source plane chi-square evaluations were used for all runs, with additional image

plane evaluations made as needed to verify the correct reproduction of multiple images.

2.4.2.1 Cluster Halo and BCG Models

We studied three mass profiles for the cluster halo: cNFW, Corecusp and NFW. Uniform

priors were used on all sampled halo parameters except the core scale parameter rc,kpc, for

which a log prior was used. The BCG was modeled as a dPIE profile with mass parameter b

sampled, and other parameters fixed at the values given by Newman et al. [133]. Table 2.3

summarizes the parameter values and ranges.
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Table 2.3: The parameters and prior ranges for the dark matter halo, BCG and seven
perturbing galaxies in the Abell 611 Lens Model. All priors are uniform over their range
except for the parameter rc,kpc, for which a log prior was used.

Parameter Description Units Prior Range
DM Halo (cNFW, Corecusp and NFW)
M200 halo mass 1014M� 3 - 20
c200 concentration - 1 - 40
rc,kpc (*) core scale kpc 0.001 - 500
γ (**) inner log slope - 0 - 2.99
q axis ratio - 0.5 - 0.95
θ orientation deg. 120 - 160
x-center x coord. of center ′′ -5 to 5
y-center y coord. of center ′′ -5 to 5

BCG (dPIE profile)
b mass parameter ′′ 0.5 - 10.0
a scale radius ′′ fixed: 10.7
s core radius ′′ fixed: 0.277
q axis ratio - fixed: 0.73
θ orientation deg. fixed: 132.3
x-center x coord. of center ′′ fixed: 0.0
y-center y coord. of center ′′ fixed: 0.0

Cluster Members (dPIE profile)
b mass parameter ′′ 0.05 - 10.0
a scale radius ′′ 0.05 - 10.0
s core radius ′′ fixed (†)
q axis ratio - fixed (†)
θ orientation deg. fixed (†)
x-center x coord. of center ′′ fixed (†)
y-center y coord. of center ′′ fixed (†)

* cNFW and Corecusp only
** Corecusp only
† See Table A.1 for these values.
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2.4.2.2 Cluster Member Models

The seven perturbing lens elements were modeled with dPIE profiles, allowing for separate

specification of their mass, core size, cutoff radius, axis ratio, orientation angle and centroid.

Perturbers 1 and 2 are quite close to image groups B.4 and B.5, allowing a stronger constraint

on their Einstein radii. As such, the mass and cutoff radius parameters for those perturbers

were sampled. To avoid a proliferation of parameters, the mass and cutoff parameters for

perturbers 3 through 7 were anchored together, allowing two parameters to specify the mass

and scale for that group.

The “b" parameter of the dPIE lens is proportional to the lens mass and varies as the

square of velocity dispersion (see Equation 2.3). Faber and Jackson [54] show that velocity

dispersion scales as L1/4, so the relevant scaling relation is

b′ = b

(
L′

L

) 1
2

(2.7)

The mass parameters for perturbers 3 through 7 are anchored together according to this

relation. The luminosities are shown in Table A.1.

Similarly, the cutoff radii and core radii were scaled using

r′cut = rcut

(
L′

L

) 1
2

(2.8)

and

r′c = rc

(
L′

L

) 1
2

(2.9)

The exponent 1/2 in the two equations above correspond to a constant mass-to-light ratio

among perturbers 3 through 7. The cutoff radius normalization for those perturbers was a

29



Figure 2.7: Image plane representation (left, with critical curves shown for z=1.49), and
source plane representation (right, with caustic curves shown for z=1.49) of the best fit
result for the Abell 611 cNFW model. The data points are shown in red, the modeled
images in cyan, and show purple where they overlap.

sampled parameter. As the core radii are difficult to constrain without visible images near

the core of the cluster member, they were fixed according to a normalized core radius of

0.′′035 for an ST magnitude of 18.0, matching the assumption of Donnarumma et al. [47].

For the the centroid locations, axis ratios, and orientations of the perturbers, Donnarumma

et al. [47] used GALFIT to determine those values, and we adopt them. They are shown in

Appendix Table A.1.

2.4.3 Abell 611 Results

The resulting fits were very good for all the profiles modeled. The reduced χ2 for the fits

range from 0.29 and 0.31, and the RMS errors between the modeled image and data positions

range from 0.′′12 to 0.′′13. The cNFW is our baseline model and is marginally favored by the

Bayesian evidence (ln(Z) = -44.8) over the Corecusp model (ln(Z) = -46.6). The resulting

best-fit images for the cNFW profile model are shown in Figure 2.7, and the key best-fit

parameters for all models are shown in Table 2.4.
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Table 2.4: Key median posterior parameter values for the Abell 611 models. The bounds
of the 68% confidence interval are also shown. The cNFW and Corecusp models exhibit
bimodal solutions for some parameters, allowing either a near-zero core or a large core of
14′′to 16′′. Parameters labeled "sampled" were allowed to vary during the sampling run,
while those labeled "derived" were derived from sampled parameters.

Halo profile cNFW Corecusp NFW

χ2 [d.o.f.] 17.2 [58] 17.9 [57] 17.0 [59]

Reduced χ2 0.30 0.31 0.29

ln(Bayesian Evidence) -44.4 -52.7 -44.7

RMS position error (′′) 0.12 0.12 0.12

Mode Sm. Core Lg. Core Sm. Core Lg. Core (no core)

Bimodal Parameters Sampled or derived Units

M200 (cNFW, NFW) sampled 1014M� 12.7+1.4
−1.1 8.4+1.7

−0.9 12.8+1.6
−1.3

M200 (Corecusp) derived 1014M� 7.2+0.7
−0.6 5.4+0.8

−0.6

ĉ200 derived - 4.1+0.3
−0.4 6.1+0.6

−0.9 6.3+0.4
−0.4 7.6+0.6

−0.6 4.1+0.4
−0.4

rcore derived ′′ 0.3+1.2
−0.2 13.3+1.3

−2.0 0.01+0.6
−0.01 15.6+1.5

−2.6 (0 by def.)

MBCG derived 1012M� 4.9+1.2
−1.0 7.2+1.2

−1.0 4.7+1.0
−0.9 6.8+1.2

−1.0 4.9+1.3
−1.1

κtot(5′′) derived - 1.320.01
−0.01 1.30+0.01

−0.01 1.32+0.01
−0.01 1.29+0.01

−0.01 1.32+0.01
−0.01

κDM(5′′) derived - 1.12+0.04
−0.04 1.02+0.04

−0.04 1.13+0.03
−0.03 1.03+0.04

−0.04 1.12+0.04
−0.04

κDM(20′′) derived - 0.60+0.01
−0.01 0.59+0.01

−0.01 0.60+0.01
−0.01 0.59+0.01

−0.01 0.60+0.01
−0.01

γ (Corecusp only) sampled - 1.04+0.05
−0.03 0.71+0.16

−0.19

Unimodal Parameters sampled or derived Units

position angle sampled degrees 133.3+0.2
−0.2 133.3+0.3

−0.2 133.3+0.3
−0.2

axis ratio sampled - 0.67+0.01
−0.01 0.67+0.01

−0.01 0.67+0.01
−0.01

x-center sampled ′′ −0.2+0.3
−0.3 −0.3+0.3

−0.3 −0.2+0.2
−0.2

y-center sampled ′′ 0.7+0.3
−0.3 1.0+0.3

−0.3 0.7+0.3
−0.2
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Figure 2.8: Scaled surface density (κ) versus radius for Abell 611. cNFW and Corecusp
models are shown, each subdivided into large-core and small-core solutions.

The posterior distributions for the cNFW and Corecusp models both exhibit a bimodal

solution for the lens model parameters. There is a clear “small-core" mode, with a core

radius < 1′′, and a “large-core" mode, with core radius ∼ 15′′. Two-dimensional posterior

distribution plots for selected parameters for the cNFW and Corecusp cases are included in

Appendix Figure A.3 and Figure A.4, respectively. The χ2 for the best fit points of each

of the two modes are very similar: 16.5 for the small-core cNFW mode and 17.1 for the

large-core cNFW mode. The small-core mode is associated with a higher halo mass and a

lower BCG mass, while the large-core mode is reversed in that regard. In the discussion that

follows, we divide the posterior parameter space for bimodal parameters into large-core (i.e.,

rcore > 10′′) and small-core (rcore < 3′′) modes. Table 2.4 shows those posterior values.
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There is clearly a degeneracy between the halo core and BCG mass, as the halo and BCG are

nearly co-centered (approximately 1′′apart), and it is the combination of their masses that

determines the surface density and hence deflection angles. In evaluating these two modes,

we can ask whether the resulting BCG mass is consistent with prior constraints on early-

type galaxies. The luminosity of the BCG was found to be 5.47× 1011M� in V-band [133],

which, given the median BCG masses in Table 2.4 would imply best-fit stellar mass-to-light

ratios of 9 and 13 for the small-core and large-core modes, respectively. At the low-mass

end, we infer the small-core BCG mass & 3.0× 1012M� at 95% CL, equating to a minimum

stellar mass-to-light ratio of 5.5; for comparison, the large-core mode requires a BCG mass

& 5.6× 1012M� at 95% CL, equating to a stellar mass-to-light ratio of 10.3. Such high

mass-to-light ratios imply that both solutions require a steep stellar initial mass function

(IMF). However, as we will show in Section 2.4.3.2, the IMF slope required by the small-core

mode is consistent with recent constraints from high-mass early-type galaxies, whereas the

large-core mode is inconsistent with these constraints.

As might be expected, the NFW halo model produces nearly identical posteriors to the small-

core mode cNFW solution, albeit with a slightly higher χ2 (17.0 versus 16.3 for cNFW). The

concentration ĉ200 is 4.1 for the small core solution, consistent with previously studied mass-

concentration relations [129], although it should be noted that those relations were created

for systems with NFW profiles, and may not be easily compared to other forms of profiles

that have cores. Interestingly, the small-core mode of the Corecusp model prefers an inner

slope of 1.05, very similar to an NFW inner slope. However, the Corecusp solution is more

concentrated (ĉ200 = 6.2) and has a much smaller halo mass, as can be seen in Table 2.4.

The resulting posterior distributions for many parameters are similar between the cNFW

profile and the Corecusp profile, and are unimodal. These include orientation angle (θ),

centroid location (xc, yc), axis ratio (q) and scaled surface density (κ). In particular, κtot at

5′′ is very well constrained and is remarkably consistent between the models, varying between
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1.28 and 1.32. A plot of κ versus radius is shown in Figure 2.8, with cNFW and Corecusp

posteriors separated into their large-core and small-core components. Their median values

are in close agreement in the range of radii between 1′′and 30′′.

2.4.3.1 Consideration of a Central Image

Monna et al. [118] included a demagnified, positive-parity central image in their data. While

our results above do not include this image, we did examine the effect of including such an

image in the data as a part of our image set B. Image set B consists of 5 points along 5

tangential arcs, for a total of 25 data points. We inserted a sixth trial data point in each

image, at a location of (J2000:120.236 680°, 36.056 140°), which corresponds to coordinates

of (0.′′29, -1.′′56) relative to the BCG center. We assumed a position uncertainty of 1′′ for

each of the x and y coordinates. With the additional image, the cNFW model yielded a

small-core-only solution, with χ2 = 25.5 and Bayesian evidence ln(Z) = −50.9. While this

χ2 and Bayesian evidence are marginally poorer than the baseline, the fact that it selects

the small-core mode strengthens the case for the selecting the small-core solution to the

apparent core size degeneracy.

2.4.3.2 Implications for the Stellar Initial Mass Function of the BCG

The high stellar mass-to-light ratio we have inferred for the BCG would suggest a fairly

steep stellar initial mass function. Given the high central dispersion of the BCG, this is

not suprising: many authors in recent years have inferred a bottom-heavy IMF in early-

type galaxies, using either spectral lines [93, 24, 36, 102, 35] or strong lensing [95, 133]. In

[93] and [24], spectra from a large sample of early-type galaxies (SPIDER and ATLAS-3D,

respectively) were analyzed, revealing a trend in the IMF log-slope: galaxies with low central

dispersions show a shallow slope consistent with a Chabrier/Kroupa IMF [27, 92], whereas
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Figure 2.9: Mass-to-light mismatch parameter αSalp versus IMF slope Γ, where αsalp is
defined as the ratio of M∗/LV produced by this IMF over the value expected from SPS
models (found in Newman et al. 2013) using a Salpeter IMF. Constraints from galaxy
surveys in Cappellari+ 2013, Conroy+ 2017 and Leier+ 2016 are overlaid. The right panel
shows the posterior probability densities in αsalp for the small-core and large-core solutions.

galaxies with higher dispersions show a steeper slope, comparable to or even steeper than

that of a Salpeter IMF [166].

This begs the question, are either our small- or large-core solutions compatible with con-

straints on the IMF in early-type galaxies? These solutions require stellar mass-to-light

ratios of at least M∗/LV & 5.5 and & 10.3, respectively (at 95% CL). Since M∗/LV de-

pends on other factors besides the IMF (e.g. metallicity, stellar ages), one way to compare

IMF constraints is to define the “IMF mismatch” parameter αsalp = (M∗/LV )/(M∗/LV )salp,

where (M∗/LV )salp is the mass-to-light ratio generated by a Salpeter IMF. Positive αsalp

values then would imply an IMF that is more bottom-heavy compared to Salpeter. In [133],

35



the stellar mass-to-light ratio M∗/LV for Abell 611 was estimated using the BCG colors and

a stellar population synthesis model. Under the assumption of a Salpeter IMF, they infer

(M∗/LV )salp = 3.98. Using this, our small- and large- core solutions require αsalp values of

at least 1.38 and 2.59, respectively, at 95% CL.

In [24] a trend line is fit to logαsalp as a function of dispersion (see their Figure 13), with

corresponding lines for 2.6σ scatter. Using the fact that the luminosity-weighted dispersion of

the BCG within its half-light radius is 306 km/s, we estimate the median value for αsalp ≈ 1.0

with the ±2.6σ bounds at 0.5 and 2.0. [102] find a similar range using galaxies in the CALIFA

survey, for which αsalp lies in the approximate range 0.6-1.5, while [95] find a similar range

0.5-1.5 in the SLACS lens sample. Given these constraints, it is evident that our small-core

solution (αsalp & 1.4) is compatible with current constraints, whereas the αsalp & 2.6 required

by the large-core solution lies beyond the upper bound for all the surveys mentioned here.

Next, we go further and estimate the constraint on the slope of the IMF of the BCG in Abell

611 from our lensing analysis. We will model the IMF using a double power-law model,

ξ(M) ∝ M1−Γ where Γ = 1.35 (Salpeter) for M > M� while Γ for M < M� will be freely

varied. This is identical to one of the models used in [95] and one of the parametric models

used in [36]. To relate the mass-to-light ratio to the IMF slope Γ, we have

M∗
LV

=

∫Mhigh

Mlow
M2−Γ∫Mhigh

Mlow
LV (M)M1−Γ

(2.10)

where LV (M) is the V-band stellar luminosity-mass relation. For the lower mass cutoff

we adopt the usual convention Mlow = 0.1M�, and the high mass cutoff Mhigh will be

determined by the particular isochrone used. For the mass-luminosity relation we use the

Padova isochrones [61] assuming metallicity Z = Z� (the same choice was adopted in [133]),

and consider a few different stellar ages. To account for the fact that the stellar ages inferred
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for Abell 611 may differ from our choices here (along with possible slight differences in the

SPS model used), we will write LV (M) = λLV,0(M) where LV,0(M) is generated from the

isochrone, and λ is a correction factor which we expect to be close to 1 if the correct median

stellar age is assumed. For a given assumed stellar age, we perform the integration in Eq. 2.10

by interpolating over a table of values in LV,0(M) generated from the isochrone, then solve

for λ using the [133] values (M∗/LV = 3.98, Γ = 1.35). With λ in hand, we can then use

Eq. 2.10 to plot the IMF slope Γ needed to produce a given stellar mass-to-light ratio. In

practice, we find that the results are nearly identical regardless of stellar age (we tried ages

in the range of 6-10 Gyr), since the luminosity is sensitive to the IMF slope at high stellar

mass which is still Salpeter in our model; since λ ≈ 1 for 8 Gyr, we adopt this stellar age in

the following.

In Figure 2.9 we plot αsalp as a function of IMF slope Γ, while on the right side is plotted

the posteriors of the small- and large-core solutions in αsalp. Note that the curve equals 1

at Γ = 1.35, since the above procedure enforces consistency with the [133] results. From

this figure we see that an IMF slope Γ ≈ 1.5 is required to produce a αsalp ≈ 1.4, which is

close to the 95% CL lower limit required by our small-core solution. By contrast, a slope

Γ & 2 is required to be consistent with the large-core solution. Among the SLACS lenses,

[95] found that for the double power law IMF, a slope of 1.7 implies a dark matter fraction

of zero, and hence steeper slopes are ruled out. Indeed, [27] argue that in the most extreme

starburst conditions, the IMF “saturates” at a slope Γ ≈ 1.7. Recently [36] investigated a

galaxy with a similar dispersion to ours (NGC 1407) and found Γ = 1.7, possibly reaching

the saturation limit. While the small-core solution is consistent with these constraints, the

large-core solution clearly is not, painting a consistent picture with the above constraints on

αsalp.

Our inference of a stellar IMF slope Γ & 1.5 carries some important caveats. First, any

inference about the IMF slope depends on the form of the IMF used. A popular variant is
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the “bimodal” IMF [192], favored in several recent studies [102, 95, 94], which uses a variable

slope Γb atM > M� whereas the slope tapers to zero at low masses. As an additional check,

we repeated the above analysis using the bimodal IMF and found that a slope Γb & 3 is

required for the small-core mode. This is near the upper limit of the ranges observed in

surveys (Lyubenova et al. 102 find a maximum Γb ≈ 3.1, while La Barbera et al. 93 infer

Γb ∼ 3.0 for ∼ 300 km/s dispersions); again, the large-core mode requires a much higher

slope and hence is likely ruled out.

Another caveat is that the IMF slope may vary with radius, as recent studies have suggested

[94, 209, 191]. This is important because the presence of the BCG in the total projected

density is only distinct out to ∼ 0.3 times the effective radius, as can be seen from the size of

the “bump” in Figure 2.8 (note that the effective radius is ∼ 10 arcsec). Thus, we may only

be sensitive to the stellar mass in the inner regions, where the mass-to-light ratio is high.

If the IMF indeed becomes shallower further out, then the total M∗/LV may potentially be

lower than we infer from the strong lens modeling. It would also imply that the stellar mass

profile becomes steeper than the light profile at larger radii, which could be an important

systematic when inferring stellar masses from lensing. Allowing for a possible steepening of

the stellar mass profile relative to the light profile when doing the lens modeling (to account

for this systematic) is left to future work.

2.4.3.3 Performance of the Pseudo-Elliptical Model

The pseudo-elliptical cNFW model yielded a best-fit χ2 that was slightly higher than the

corresponding elliptical cNFW fit, and the resulting posteriors were generally similar for most

parameters. Interestingly, the median posterior value for the BCG mass was approximately

50% higher when using the pseudo-elliptical approximation. This is remarkable given that

the ellipticity is not extreme: the inferred ellipticity of the potential contours is ε ≈ 0.19

(where ε is defined the same as in Golse and Kneib 62), which is low enough that it might
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appear “safe” to use the pseudo-elliptical approximation. By contrast, the cNFW fit inferred

an axis ratio q ≈ 0.67 for the density contours, markedly lower than one might have naively

expected from the pseudo-elliptical fit. (We note that in our mock data runs, there did

not appear to be systematic difference in the BCG mass when using the pseudo-elliptical

approximation, even in the case of high ellipticities.)

The inferred BCG mass using the pseudo-elliptical model makes the best-fit stellar mass-to-

light ratio even higher (≈ 13 for the small-core mode), making it much harder to reconcile

with IMF constraints for early-type galaxies. We conclude that the pseudo-elliptical model

can bias the results significantly even if the inferred ellipticity is not extreme, and hence

modeling lenses with true elliptical density contours is strongly preferred.

2.4.3.4 Consideration of Stellar Kinematic Data

Newman et al. [133, 132] used long-slit spectroscopic observations of velocity dispersion in

the BCG and spherical Jeans equation analysis to find a χ2 for those stellar kinematic data,

which is then incorporated into their overall fit. The attraction to this approach is that

it incorporates constraints from the inner region of the cluster, where there are no strong

lensing images due to the bright BCG image. They assume that the BCG is centered at the

same location as the dark matter halo and that the system is spherical. For their fiducial

case they assume an isotropic system, i.e., βaniso = 1−(σ2
θ/σ

2
r) = 0, but they also ran models

for βaniso values between -0.2 and +0.2, with constant values of β in all cases. We adopt their

dispersion observations and error values. However, we excluded the innermost point from

the analysis, as that point is subject to systematic error from slit and seeing effects that are

greater than the observational error (A. B. Newman, personal communication, December 7,

2018). We then apply the spherical Jeans analysis.

As a starting point, we used a cNFW model similar to our baseline but adopt a fixed BCG
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mass of 1.5× 1012Msun, which is similar to the mass found in Newman et al. [133] and

Donnarumma et al. [47]. We then produced a “large core" chain, with rcore > 10′′, and a

“small core" chain, with rcore < 3′′. We analyzed an isotropic case with β = 0 as well as

mildly radially and tangentially biased cases with β = ±0.2.

Following Cappellari [25], the velocity dispersion over the line of sight can be found from

σ2
BCG,LOS(R) =

2G

ΣBCG(R)

∫ ∞
R

F(r, R, β)ρBCG(r)M(r)

r2−2β
dr, (2.11)

where ΣBCG is the BCG surface density (derived in our case from the 3D dPIE profile), ρBCG

is the dPIE density profile, M(r) is the mass of all components generating the potential and

F(r, R, β) is an analytic function derived in Cappellari [25].

The velocity dispersions assuming β = 0 at all radii is shown in Figure 2.10. The small

core and large core cases both provide plausible fits to the stellar kinematic data. As β is

varied over a modest range of -0.2 to +0.2, the fits change from favoring a small core to

favoring a large core. These represent a constant value of β at all radii; if β were allowed

to vary with radius, even within these modest bounds, a wide variety of solutions could be

accommodated. In Schaller et al. [170], they examined six simulated clusters similar in size

and character to Abell 611 and found that β did indeed vary beyond the range of -0.2 to

+0.2, and could vary significantly over the radius of a cluster. We conclude that the velocity

dispersion data does not provide a meaningful constraint for our purpose of discerning core

size, because a wide range of core sizes can be fit by the data with only minor variations

in anisotropy, and assuming β = 0 fits both large and small cores equally well. We note

that the data in this case extends only to ∼ 5′′, whereas the half-light radius of the BCG is

10.′′7, limiting the influence of the data. However, as data becomes available at larger radii

and with less noise, it will offer more constraining power. Also, with more data, it may

be possible to use two-dimensional kinematic analysis and/or higher order moments of the
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Figure 2.10: Velocity dispersion of the BCG, and corresponding fit to the observations of
Newman et al. [133], assuming β = 0.

velocity dispersion to constrain the anisotropy.

2.4.4 Potential Systematic Errors

Variations on the baseline models were created in order to examine the possible effects of

systematic errors. One such possible source is external shear from perturbing galaxies that

are close in projection to the line of sight to the lens. We found that including external

shear had the effect of changing the posteriors for the halo orientation angle θ by as much as
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∼ 10°, as well as the centroid coordinates xc and yc, in some cases by more than 1′′. However,

we did not observe significant effects on the posteriors of other parameters, and including

external shear did not significantly improve the fit.

The type of prior distribution can also impact the modeling results. As our baseline, we used

uniform priors with wide ranges (see Table 2.3), except for the core radius parameter, for

which we used a log prior. We tested the impact of using log priors for the mass parameters

of the BCG and perturbers. These did not have a significant impact on the resulting model

posteriors or fit metrics.

Another source of systematic error is the triaxiality of the cluster, since lensing is only

sensitive to the projected mass. Depending on the projection and axes ratios, the projected

ellipticity could vary significantly. We do not yet have the models in QLens to take this

complication into account. This issue also becomes important when comparing to other

probes such as weak lensing (sensitive to projected outer halo shape) and velocity dispersion

measurements (sensitive to the 3d mass profile in the inner region) [131].

2.4.5 Comparison to Other Works

Abell 611 has been studied by numerous other groups, utilizing a variety of techniques,

including strong lensing, weak lensing, X-rays and stellar kinematics. Our emphasis is strong

lensing, so here we focus our comparison with strong lensing results of others where possible.

The work of Donnarumma et al. [47], Newman et al. [130, 133, 132], Monna et al. [118] are

particularly relevant.

The predicted value for core size varies significantly in the literature. Monna et al. [118] use

velocity dispersion measurements of 17 cluster members in their strong lensing analysis, and

infer a core size of 5.8+2.0
−1.6

′′, although they assume a dPIE profile for their halo. Their result
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has a reduced χ2 of 0.7 and they assume position errors of 1′′. Donnarumma et al. [47] uses

an NFW halo and so does not examine core size. Newman et al. [132] find a core size of

∼ 0.7′′ in their cNFW model, in which they have a reduced χ2 of ∼ 1 and they assumed

position errors of 0.5.′′. Our preferred solution (i.e., cNFW, small-core mode) is for a core

size of <1′′, with a reduced χ2 of 0.28 and assumed position errors of 0.′′2.

In our preferred model (cNFW, small-core), the median posterior value of the dark matter

halo mass M200 is 1.2× 1015M� . As several of the prior analyses [47, 130, 156] used an

incorrect value for the redshift of one of the sources, their strong lensing mass results are not

directly comparable, so instead we compare to their weak lensing and X-ray results. The

X-ray analysis of Donnarumma et al. [47] found a mass of ∼ 1× 1015M� . Newman et al.

[133], which did use the correct source redshifts, found a halo mass of 8.3× 1014M� in

their combined analysis. Romano et al. [164] used two weak lensing techniques and various

model profiles, and found M200 to be in the range of 5.3× 1014M� − 5.9× 1014M� , with

moderate uncertainties. In Richard et al. [156], their X-ray analysis puts the 2-D projected

mass within R < 250 kpc as 2.06× 1014M� , while the same statistic for our model is

2.12× 1014M� , similar to theirs.

2.4.5.1 The Importance of Position Errors

The magnitude of assumed positional errors σpos of the observed image positions directly

impacts the χ2 of the strong lensing model, as σ2
pos appears in the denominator of the equation

for χ2. This in turn impacts comparisons with other modeling methods. When combining

strong lensing analysis with other approaches such as weak lensing, stellar kinematics or

X-ray analysis, authors often assume a strong lensing positional error that accommodates

possible deficiencies in the lens models [132, 212]. In our case, this is not a consideration since

we are only employing one type of analysis. In addition, systematic errors (see discussion in

Section 2.4.4) are often difficult to quantify, and an attempt is sometimes made to account
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for those errors by increasing the assumed positional error, sometimes dramatically.

Donnarumma et al. [47] assumed positional errors of 0.′′2, while Newman et al. [132] used 0.′′5,

Monna et al. [118] used 1.′′0 and Zitrin et al. [212] used 1.′′4. We made a model run with the

positional error as a sampled parameter, resulting in a best-fit value of 0.′′18. We ultimately

adopted a position error value of 0.′′2. Nevertheless, the reduced χ2 of our model is quite

low at 0.30 (although we did exclude images that would have raised that, as discussed in

Section 2.4.1). Had we used higher values of position error such as 0.′′5 or 1.′′4, the reduced

χ2 would have been 0.048 or 0.0061, respectively.

2.5 Conclusions

Our main aim in this paper was to put robust constraints on the dark matter densities in

the central regions of clusters using strong lensing alone. Constraints on the central dark

matter density of clusters is critical for constraining the particle physics of self-interacting

dark matter models.

We used simulated cluster data to test whether strong lensing data could distinguish between

cuspy and cored data sets (with a core radius of 10′′), both with and without central images

present. The non-central images were in the 10” − 30” range, in agreement with observed

images. Our main findings from the analysis of mock data are as follows.

• It is possible to distinguish between the cored and cuspy data sets, even in absence

of central images, provided the density profile and shape of the density contours are

accurately modeled. For the cored halo mock data with core radius of 10′′, we infer a

core radius greater than 3.′′89 at 95% confidence level. For the cuspy data set, we infer

a core radius less than 1.′′01 at 95% confidence level.
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• Approximating the potential with a pseudo-elliptical model rather than using a true

elliptical density can degrade parameter recovery for strongly elliptical halos. In the

case of a dark matter halo with axis ratio q = 0.5, the halo mass and concentration

parameters were both outside their 2-σ contours. Although the inferred core size was

not significantly biased in this case, combining these results with other probes such as

weak lensing to better constrain the mass distribution would likely bias the inferred

core size significantly, illustrating a specific danger of combining multiple probes when

modeling systematics are present.

• The use of a radial density profile with a different shape than that of the mock data

caused the inferred surface density (hence, core size) in the regions void of images (i.e.,

either near the center or on the outskirts of the cluster) to be biased. We find this

effect can be severe enough to make a cored halo appear cuspy and vice versa, even

though the profile remains well-fit in the range of radii where the images are located.

This systematic can be alleviated if visible central images are present in the data.

With these lessons, we modeled Abell 611 with two halo profiles (“cNFW" and “Corecusp")

that allow for a variable core size, a model for the BCG and seven cluster members (see

Section 2.4.2). Our main findings are the following.

• Both the cNFW and Corecusp models found similar solutions. The cNFW model has

the lower χ2 and is the preferred model with higher Bayesian evidence. Reduced χ2

values of 0.28 and 0.30 were obtained for the cNFW and Corecusp models, respectively,

even with a small value of assumed position error of 0.′′2.

• A bimodal solution was found for key parameters such as core size, halo mass and

BCG mass. The large-core solution did not allow for reasonable values of BCG stellar

mass-to-light ratios, with (M∗/LV ) > 10.3 at 95% confidence level. For the small-core

solution, we found (M∗/LV ) > 5.5 at 95% confidence level. The required (M∗/LV )
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for the large core solution is not consistent with the measurement of stellar mass-to-

light ratios in ATLAS3D early-type galaxies. The required slope of the IMF for the

large-core solution is also inconsistent with various inferences [36, 95], as summarized

in Figure 2.9. In addition, a cNFW model that included a central image for source B as

was used by Monna et al. [118] strongly favors the small-core solution. This evidence

points to the small core as the reasonable solution for Abell 611, consistent with the

finding of Newman et al. [132].

• We infer a bottom-heavy IMF for the BCG, with IMF log-slope Γ & 1.5 (per loga-

rithmic interval) for stellar mass below M� , at 95% C.L. Since the lensing data are

most sensitive to the BCG mass within � 0.2 times the half-light radius, this result is

consistent with recent studies that find an extreme bottom-heavy IMF at the centers

of massive elliptical galaxies.

• Fitting the pseudo-elliptical halo model to Abell 611 results in an inferred BCG mass

that is 50% larger compared to using the true elliptical density. This inflates the stellar

mass-to-light ratio significantly, despite yielding a low inferred ellipticity (ε ≈ 0.19),

and illustrates the danger of fitting the pseudo-elliptical model even in cases where the

inferred ellipticity may not be extreme.

• The scaled surface density (κ) at 5′′ is found to be 1.32 ± 0.01, and is a particularly

well-constrained parameter in all models. We expect this to be a key constraint on

models of self-interacting dark matter. The inferred core density and core size (for the

preferred small-core solution) are consistent with those found previously by Newman

et al. [132], whose results were used by Kaplinghat et al. [78] to argue that Abell

611 prefers a self-interaction cross section over mass of about 0.06+0.07
−0.03cm2/g at a

relative velocity of about 1500 km/s. Our robust inference of the core size in Abell 611

underscores the promise of density profile measurements in galaxy clusters to measure

the self-interaction cross section of dark matter with a precision of 0.1 cm2/g or better.
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• The existing kinematic data for Abell 611 only go out to about half of the half-light

radius and thus are highly sensitive to the unknown velocity dispersion anisotropy

parameter βaniso. With more data that provide constraints on velocity dispersion to 2-3

half-light radii, we expect that the velocity dispersion constraints will play an important

role in constraining the mass-to-light ratio of the BCG and hence the underlying dark

matter halo profile.

We have shown how gravitational strong lensing can be used to put robust constraints on

the dark matter halo core size and core density in galaxy clusters. Our results for Abell 611

prefer a high central density and small core size. The corresponding constraint on the self-

interaction cross section at velocities of about 1500 km/s is expected to be at the 0.1 cm2/g

level, which would be the tightest constraint on the dark matter self-interaction cross section.
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Chapter 3

A Stringent Upper Limit on Dark

Matter Self-Interaction Cross Section

from Cluster Strong Lensing

3.1 Introduction

The currently-favored theory of the formation of galaxies in the Universe, dark energy plus

cold dark matter or ΛCDM, is remarkably successful in explaining many of the observations

of large-scale structures [194, 171]. Dark-matter-only simulations show that structures form

in a heirarchical manner, and result in dark matter (DM) halos that are well-approximated by

a Navarro-Frenk-White (NFW) density profile [125, 60]. Statistically significant departures

from the NFW halo profile have been reported for galaxy clusters [168, 146, 107, 133, 132,

40, 41, 4], which provides a fertile ground for the exploration of DM physics. For galaxy

clusters, there are a number of studies that point to the existence of DM cores in some

galaxy clusters [168, 133, 132, 40, 41, 4]. One frequently proposed explanation for galaxy
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clusters with cores is that of Active Galactic Nuclei (AGN) feedback, where a black hole

accreting gas can cause mass blowout and heating via gravitational interactions, leading to

cores [48, 186, 149, 106, 107, 142]. In Martizzi et al. [107], they show that AGN feedback

can potentially cause cores in their simulated halo of mass 1.42× 1013M� . On the other

hand, [170] used the hydrodynamical Eagle simulations of six galaxy clusters with m200 >

1014M� , which employ weaker AGN feedback, and found instead that feedback does not

produce cores. Numerical cosmological simulations have advanced steadily in resolution and

accuracy over the past two decades, but there is still no consensus about the presence of

cores in large clusters of galaxies [170, 106, 107].

Self-interacting dark matter (SIDM), in which DM has a nonzero self-interaction cross

section, is another possible explanation for cored halos. SIDM has been discussed exten-

sively in astro/particle physics literature as another possible model that can produce cores

[182, 150, 195, 163, 80, 155, as key examples]. The basic mechanism of core formation in

SIDM is that self-interactions between DM particles in regions with high density cause the

DM to thermalize, which results in the transfer of energy to the high density inner region of

a halo, thus lowering the core density. One frequently employed measure of self-interaction

strength is the scattering cross-section per unit mass, σ/m, although that does not account

for the dependence of scattering cross-section on particle velocity. Constant cross-section

SIDM models cannot simultaneously have appreciable effects in dwarf galaxies, while being

consistent with densities measured in clusters of galaxies [207, 155, 80]. A more complete

model that accounts for the velocity-dependence of cross section is necessary because of the

larger range of velocities probed in going from dwarf galaxies to clusters of galaxies (about

50 to 2000 km/s).

In this Chapter, we analyze 8 observed galaxy clusters and two simulated clusters in three

distinct analysis stages: (1) strong lensing, to determine DM and baryonic density profiles,

(2) SIDM halo matching, to determine SIDM cross sections and relative particle speeds for
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each cluster, and (3) constraints on the cross section, to finally infer the SIDM cross section

and systematic error. Our analysis pipeline is shown schematically in Figure 3.1. In the

first stage we extend the strong lensing analysis of Andrade et al. [3], in which one cluster

(Abell 611) was examined, to include 8 relaxed clusters. The clusters we examine here are

in the range of 4× 1014M� to 2× 1015M� . These are the among largest bound structures

in the universe [42]. Their centers have dense concentrations of DM, and if such particles

self-interact, cores with densities less than that predicted by ΛCDM could form. Our aim

is to put a stronger constraint on the SIDM self-interaction cross-section by inferring the

inner distribution of DM in these 8 clusters, using strong lensing alone. In cluster strong

lensing, images typically appear near the Einstein radii of the clusters, which usually range

from 20 to 100 kpc, well within the scale radii of the clusters [156]. The DM density profile is

constrained with highest accuracy near these image locations. This is also the region where

SIDM thermalization would be expected to occur [80]. Baryonic effects are also strong

in this region, as the brightest cluster galaxy (BCG) is located there, with high baryonic

mass. It is therefore important to accurately characterize the BCG’s contribution to the

total mass profile in the region of interest. We use photometry to measure cluster member

characteristics such as radius, position, ellipticity, orientation angle and luminosity, but leave

the stellar mass-to-light ratio as a parameter to be fit for each cluster.

Other techniques that could be employed to determine cluster DM profiles include weak

lensing, x-ray temperature analysis and stellar kinematics [115, 124, 169, 89, 167, 19, 103,

137, 131, 190, 34, 133, 132]. Strong lensing directly probes the profiles at the radii at which

we are interested, while weak lensing and x-ray analysis probe much larger radii, where the

ellipticity and profile may be significantly different than that of the inner region. Stellar

kinematics of the BCG stars can help significantly in constraining the BCG mass and the

slope of the dark matter density profile in the center [132, as an example]. This measurement

depends on having the correct priors for radial variation of the stellar velocity dispersion

anisotropy [170] in spherical or axisymmetric Jeans analysis.
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He et al. [69] examined the ability of stellar kinematics, strong and weak lensing data sets to

predict dark matter densities in the inner regions of simulated clusters, and found them to be

accurate. This validates the approach undertaken by Newman et al. [133, 132] in combining

these three data sets to constrain the dark matter density profile of clusters. While adding

other data sets is well motivated, it is of interest to ask what constraints are possible with just

one data set given that biases may creep in because of the assumption of a common density

profile with a fixed ellipticity that is inherent in a joint analysis. Somewhat surprisingly,

we find that it is possible to infer strong constraints on the SIDM cross section with just

strong lensing data. In this paper, we develop the method to infer the SIDM cross section

using strong lensing data, and leave the analysis including other data sets to future work.

He et al. [69] also discussed possible ways to reconcile the differences between the inferred

dark matter density profile slopes in Newman et al. [132] and their simulated clusters in

CDM cosmology, and highlighted a possible role for bias resulting from degeneracy with rs,

which is constrained in part by the weak lensing data. We will discuss the inference of rs

from strong lensing data, and argue that our results are consistent with expectations from

simulations.

Armed with DM profiles and the aforementioned cluster member data, we employ a fitting

process to match an NFW-like outer halo with an SIDM thermalized inner halo, following

the process described in Kaplinghat et al. [80]. The resulting fit yields posterior chains

for various parameters, including those for cross section per unit mass and average particle

speed, for each cluster. In the third analysis stage, we synthesize the results of the the

prior stages into an overall distribution for SIDM cross section to obtain an upper limit on

self-interaction cross section.

This Chapter is organized as follows. In Section 3.2, we describe our approach to the strong

lens modeling analysis. In Section 3.3 we detail the strong lens models for the simulated

clusters, and do the same for the observed clusters in Section 3.4. The results of the strong
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lensing models for the observed clusters are presented in Section 3.5. In Section 3.6 we

describe our SIDM halo matching model and its results, and also describe the model for

putting constraints on the cross section, and its resulting inference of SIDM cross section

and systematic error. We summarize our findings in Section 3.7.

3.2 Strong Lens Modeling Methods

Our first step is to use strong lens modeling to determine the surface density profiles for a

sample of galaxy clusters. For the cluster lensing models, we use previously reduced data in

the form of (1) coordinates for multiple images and (2) source redshift data. The availability

of multiple image coordinate data was a requirement for all the clusters in our sample. The

positional error is assumed to be 0.′′5 in each dimension (see Section 3.5.11 for a discussion

of this choice). We construct mass models of the important features of each cluster: the

(potentially cored) DM halo, BCG, important member galaxies ("perturbers"), and the

DM subhalos associated with the perturbers. Many lensing analyses do not disentangle the

DM subhalos from the luminous part, but doing so allows us to model the perturbers in a

manner that is more consistent with cosmological simulations. The obvious challenge for

creating accurate mass models is that the majority of the mass is in the form of invisible

dark matter, the distribution of which must be inferred indirectly via lensing or by assuming

some correlation with the luminous matter. We have designed a systematic approach that

we first test on simulated galaxy clusters from the Illustris TNG simulation [128, 183, 144,

127, 123, 105] as described in section 3.3 of this work, allowing us to verify the accuracy of

the models in reproducing cluster properties. We then apply this approach to actual galaxy

clusters as described in section 3.4. For each cluster, we obtain a Markov Chain Monte Carlo

(MCMC) chain for the model parameters, from which we can estimate parameter posteriors

and also infer posterior distribution in other derived parameters. We use the Multinest
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Figure 3.1: Schematic diagram of the analysis pipeline. Data sources are at the top. The
final results are the parameter posteriors shown at the bottom.
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sampler to create the MCMC chain [56].

In brief, we construct mass models for clusters in the following way.

• Starting with a CCD image of the cluster (or a simulated image in the case of Illustris

clusters), the coordinates, shapes and fluxes of the BCG and key member galaxies are

measured, using one or both of the Starlink Gaia software package [37] or a proprietary

2D fitting code. A coordinate system is created with its origin at the center of the BCG.

• The main DM halo is modeled using a cNFW profile, the parameters of which are mass,

scale radius, core radius, position angle, axis ratio, and (x, y) center offset coordinates.

All are allowed to vary within ranges defined by wide, uninformative priors.

• The stellar baryonic component of selected significant member galaxies (referred to as

“perturbers") and the BCG are modeled using dPIE profiles. The mass parameter of

each is allowed to vary (with perturbers typically tied together via a mass-follows-light

scaling relation), while the scale radius, center coordinates, position angle and axis

ratio are fixed by photometric measurement.

• For the perturbers, each is given an isothermal DM subhalo with a mass related to their

baryonic mass via a power law. The scale radii of these DM subhalos are determined

by their mass according to another power law, both described in Section 3.2.5. The

center coordinates used are the same as those of the underlying baryonic model.

• To account for the effects of other masses along the line of sight that are not specifically

included in the model, external shear is modeled, requiring two additional varying

parameters, γ1 and γ2 (for a derivation of these, see Voigt and Bridle [197]).
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3.2.1 Lens Profiles

Our goal in this analysis is to construct mass models of galaxy clusters that accurately infer

the surface density profile in the inner ∼200 kpc, and subsequently infer SIDM properties.

To model the point images and infer the halo density profile, we use the QLens software

package, as in Andrade et al. [3]. 1

We employ the cored NFW lens profile (cNFW) as the primary model for the cluster halos.

The spherically symmetric form for the cNFW density profile is defined as:

ρ =
ρsr

3
s

(rc + r) (rs + r)2 . (3.1)

This profile reduces to the canonical NFW form for r � rc. Other authors have used this

profile to fit cored DM halos in both hydrodynamical simulations [143] and actual cluster

lenses [133, 132, 3]. Analytic formulas for the projected density profile and deflection of the

corresponding spherical model are given in Appendix B.1.

The BCG and member galaxy baryonic components, as well as galaxy member DM subhalos

are modeled with a dual pseudo-isothermal ellipsoid (dPIE) profile [52], also known as a

"Pseudo-Jaffe" profile. The spherical version of this profile is

ρ =
ρcutr

4
cut

(r2 + r2
core)

2 (r2 + r2
cut)

2 , (3.2)

where ρcut is the density at the scale radius, rcut is the scale (or tidal break) radius, and rcore

is the core radius.

We model elliptical lens profiles by making the replacement R2 → qx2 +y2/q in the projected

density profiles. The deflection and Hessian of the lens mapping must be calculated by nu-

merical integration (see Schramm 173, Keeton 85), which can be computationally expensive.
1For more information on QLens contact Quinn Minor: qminor@bmcc.cuny.edu.
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However, by using Gauss-Patterson quadrature for integration [38], QLens is able to com-

pute such integrals in a reasonable time. This approach avoids using the pseudo-elliptical

approximation, in which the lensing potential is assumed to be elliptical rather than the

mass profile. Using the pseudo-elliptical approximation can lead to inaccurate inferences of

the density profile in cases of high ellipticity (e.g., q < 0.5, see Andrade et al. [3]).

3.2.2 Photometric Measurement

We use the Starlink Gaia software package [37], and the integrated version of Source Extrac-

tor [9] to measure the key photometric properties of the BCG and perterbers in each cluster:

the coordinates, flux, axis ratio and position angle. We first select the HST image from

the available object images that gives a target rest-frame wavelength in center of the visual

band, based on the redshift of the lens. For background modeling, we use mesh-based RMS

background detection. The projected half-light radii are measured using Source Extractor’s

"flux radius" feature by setting the flux fraction to 0.5. Fluxes are converted to magnitudes,

and then corrected for galactic extinction using the tool at https://ned.ipac.caltech.edu.

3.2.3 Central DM Halo

The main DM halo is modeled using a cNFW profile, the parameters of which are mass,

concentration, core radius, position angle, axis ratio, and (x, y) center offset coordinates.

Flat log-priors were used on the mass and core radius parameters, while flat priors were used

on position angle, axis ratio and center offset.

Merten et al. [114] studied the mass-concentration relation for cluster halos in 19 X-ray

clusters from the CLASH sample. They observed an average concentration of 3.7, with a

standard deviation of 0.65, and a negative correlation of concentration with halo mass. Since
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several of the clusters in this work are CLASH clusters, we might expect concentration to be

in a similar range. However, we note that there are inherent biases in modeling concentration

in strong lensing clusters, as outlined in Appendix B.3. Also, Fielder et al. [57] found that

concentration will be higher for a DM halo when its associated subhalos are excluded from

the calculation. Therefore we opt for a weak Gaussian prior on concentration, with a mean

of 6.0 and standard deviation of 1.5. Thus the 2σ range is from 3.0 to 9.0, accommodating

these anticipated biases if present.

3.2.4 BCG and Luminous Contribution of Member Galaxies

The BCG and perturbers for each cluster were modeled with a dPIE profile, with mass as a

free parameter and other parameters set by observed photometry. The core radii of galaxies

(rcore) in the observed clusters are difficult to measure with high certainty. For our purposes,

we are not particularly interested in the core sizes of the member galaxies, as structure at

that scale will not have a significant impact on our results. Other authors have assumed a

constant core radius for cluster member galaxies, typically in the range of 100 pc to 300 pc

[97, 99], or alternatively 0.1′′[98], which for our clusters is approximately 300 pc to 600 pc.

We adopt a core radius of 300 pc in each member galaxy in our observed clusters. For the

Illustris clusters, we fit their two dimensional shapes from the simulated image to a dPIE

profile, and use those parameters in our QLens model. The measured core radii range from

0 kpc to 2.3 kpc.

We tie together the masses of most of the perturbers in a given cluster and employ a mass-

follows-light approach for scaling them. This is a reasonable approach, given that we have

separate mass models for the DM subhalos. The perturber masses scale with the observed

luminosity of each perturber, resulting in one free mass parameter describing the set of

perturbers. One perturber is selected as the anchor, and the others are tied to it. We do this
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in order to limit the proliferation of model parameters. However, there are some perturbers

that are quite close to images and that strongly affect them, in some cases even causing

splitting of images into multiple images. For these perturbers, their mass is allowed to vary

separately from the group, at the cost of including another degree of freedom in the model.

3.2.5 DM Subhalos

In many strong lensing analyses, the baryonic and dark components of perturbers are mod-

eled as one object, often based solely upon the photometry of the stellar component. This

has potential for bias, since the DM component is likely to be strongly dominant in both

mass and size. To guard against this, we model the DM subhalos of each perturbing galaxy.

We modeled the dark matter profile of cluster galaxies with a dPIE profile. We set the

half-mass radius of the dPIE profile equal to that of a NFW density profile with the median

concentration in Diemer and Joyce [45], as implemented in Colossus package [44]. Neglecting

the mild redshift dependence in the concentration mass-relation for the relevant lens redshift

range (about 0.2 to 0.6), we obtain the half-mass radius = 0.0019M0.37
halo . The core radii for the

dPIE profiles are set to zero in the case of the observed clusters. For the simulated clusters,

we find that the particle size of the Illustris simulation had an impact on the shape of the DM

subhalos. In effect, this gives a core to the DM subhalos. The simulation has a DM particle

size of 5.9× 107M� , and it has been shown that two-body relaxation effects will give rise

to cores at radii fewer than ∼ 100 particles and at the densities typical in our model [148].

As the DM subhalos are typically in the range of 2× 1011 to 6× 1012 M� , the 100-particle

region has a typical radius 5 kpc to 10 kpc. In addition, we employ a Gaussian filter with a

characteristic radius of 2 pixels (2.5 kpc) to help reduce noise in the ray tracing calculations,

as noted in Section 3.3.2. To model these effects we allow the dPIE DM subhalos to have a

core in the simulated cluster models. All subhalos in a given model have the same core, the
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radius of which is a varied parameter during the MCMC process.

We determine the mass of the subhalos from their fitted stellar mass, as follows. Infalling

galaxies and their DM halos will be partially stripped of their DM by tidal forces due to the

massive cluster. To quantify this for the simulated clusters, we looked directly at the the

stellar-mass to halo-mass (SMHM) relation in Illustris TNG. We selected all subhalos within

a 400 kpc radius of the center of the host halos, and with a stellar mass range similar to

those of perturbers in the real cluster sample, i.e., between 1× 1010M� and 5× 1012M� .

These are well fit by a power relation of the form

Mhalo = kMα
∗ , (3.3)

with k = 1.115 and α = 1.024. We used this relation to generate DM subhalo masses in

the models of the simulated clusters. For the observed clusters, we turned to [134], where

they examine the stellar mass-halo mass relation for cluster galaxies. We fit a power law to

their data (see Figure B.1 in Appendix B.2). The resulting power law (in the same form as

Equation 3.3) gives k = 1.157 and α = 1.1171, which is similar to that found for Illustris.

As can be seen by the error bars in the figure, this relation has significant uncertainty in

the lower bound. We therefore use it as an upper bound only, and explore departures from

this upper bound by varying the parameter "k". Ideally, we would fit this parameter with

the other parameters through the MCMC sampling process, but unfortunately the QLens

software does not have that capability. Instead, we manually optimize it by making runs

with values of k, 0.5k, 0.25k and 0.125k. The value that yields the best model χ2 is adopted.

The value adopted is noted in the individual cluster models.

We find that in Illustris TNG, the position angles of dark matter halos of cluster galaxies

are usually quite similar to that of the associated stellar mass, but the dark matter halos are

rounder on average. We fix the position angle to be the same as that of the stellar spheroid
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and choose an axis ratio for the DM subhalos equal to √q∗, i.e., the geometric mean between

the stellar axis ratio and unity. We ran tests on the effect of this assumption, comparing it

to using q = q∗ and q = 1 for three representative clusters, A611, A2537 and MACS2129.

The impact on the inferred BCG mass and halo mass was well within one standard deviation

for all three clusters.

3.2.6 Use of Spectroscopic Redshift Data

The data for each model is in the form of multiple image point locations, together with the

redshift of each. Both spectroscopic and photometric redshift data are used, as noted in for

each individual cluster. Where photometric data with significant confidence intervals was

used, we adopted a redshift za for each source that minimized χ2 =
∑n

i=1
(zi−za)2

σ2
i

,

where n is is the number of images in the image group, zi is the quoted median redshift of

the image and σi is the 68% uncertainty interval for the measured redshift. In the case that

the error in redshift is not given as a single value but in the form z+σhi
−σlow, we use σhi as the

error when the trial value is above the median and σlow when it is below.

3.2.7 Use of Central Images

Gravitationally lensed objects can produce positive-parity "central" images that are typi-

cally demagnified and near the center of the lens, and as a result are often obscured by

bright objects in the central region of the field. When they are visible, they are helpful in

constraining the lens parameters. Central images occur in five of the eight clusters in our

sample: A2537, RXCJ2248, MS2137, A2261 and MACS1720. The QLens software can be

configured to look for central images and produce model central images for a given cluster,

but the setting is the same for all sources in the cluster, even if only one source has a central
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Figure 3.2: Image plane plots for each cluster showing the data image positions (red) and
modeling image positions (cyan). The points appear purple where they overlap. Critical
curves are shown for a source redshift of 2.0. Redshift values for each family of points are
indicated in the box to the right of each plot. North is up, East is to the left. Axes scales
are in arc seconds.
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Figure 3.2: , continued.
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Table 3.1: Key cluster halo parameters of simulated lensing clusters from Illustris and fitted
values from strong lensing models. All simulated clusters were given a redshift of 0.3. The
Illustris parameters are from 3D fits using Colossus. We were not able to obtain a meaningful
strong lensng fit with Cluster 1 due to its unrelaxed nature. The strong lensing fit m200 and
concentration values are for the main DM halo only and do not include that in subhalos.
RMS position error is for the x and y coordinates, combined in quadrature.

Illustris 3D Fit Strong Lensing Fit

m200 m200 RMS Position

Cluster Name Relaxed? ID (1014M� ) Concentration (1014M� ) Concentration Image Points Source Points Error (arc sec)

Cluster 1 no 5941 7.08 2.96 N/A N/A 42 16 1.01

Cluster 2 yes 10359 4.79 5.87 4.79+0.93
−0.72 8.08+0.94

−0.84 28 12 0.69

Cluster 3 yes 19512 3.09 5.88 4.77+0.83
−0.68 7.85+0.89

−0.81 41 16 0.88

image. As a result, for the five clusters with central images, our models produce some im-

ages in the central region that do not have a corresponding "observed" match in the data.

These predicted images might be present but difficult to observe due to their inherently low

magnification and/or proximity to the bright objects usually present in the center of clusters.

3.3 Models of Simulated Clusters

To test the validity of our methods, we use data from the IllustrisTNG simulation [128, 183,

144, 127, 123, 105] to simulate strong lensing in three massive TNG galaxy clusters. Their

characteristics are summarized in Table 3.1.

3.3.1 Selection of Simulated Cluster Halos

To find analogues of our observed cluster sample, we used the largest volume simulation

available at a box length of 300 Mpc, in the highest resolution for that suite of simulations,

TNG300-1. While the large box size comes at the expense of resolution for DM particle

mass (5.9 × 107M�), the TNG300-1 suite are the best choice among the TNG simulations

for studying large (cluster) scales. We used the gravo-magnetohydrodynamical suite of sim-
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ulations which includes baryons, to account for the effects of baryonic matter on the DM in

these halos.

To match the general range of redshifts in our observed cluster sample, we selected three of

the most massive host halos as our simulated clusters from the TNG300-1 snapshot corre-

sponding to a redshift of z = 0.3. All three clusters have masses 1014M� < m200 < 1015M�.

For each, the bright galaxy at the center of the potential in the central subhalo was iden-

tified as the BCG. Of the three simulated clusters, two appear relaxed and have a clearly

dominant BCG, while one (Sim. Cluster 1) appears to be merging, as evidenced by a second

major galaxy nearly comparable in size to the BCG and located only ∼120 kpc away from

it. We chose to keep this cluster in our analysis to examine its impact on our inferences.

The remaining two hosts have only one BCG.

Cluster strong lensing is subject to selection bias dependent upon the line of sight (LOS),

because mass concentrations along specific LOS can increase the surface density and lensing

strength for subhalos that depart from spherical symmetry [33, 70, 136, 176, and see also

Appendix B.3 for a discussion of concentration bias]. To simulate this effect and to ensure

strong lensing occurs, we shot 10 random lines of sight through each halo and used the LOS

with largest central surface density. We then obtained 3D fits of each simulated halo, using

the Colossus software package [44]. The resulting fitted values for m200 and concentration,

are listed in Table 3.1. Note that the LOS that produced the highest central surface density

for a given cluster halo also yielded the highest concentration for that cluster halo, suggesting

our simulated cluster analogs are affected by selection bias.

3.3.2 Simulated Image Production

After choosing the LOS, we then created a surface density map of the stars, gas, and DM, at a

resolution of 1.25 kpc per pixel. We noticed that the surface density map exhibited significant
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Poisson noise due to the finite particle size of the Illustris simulation. To partially ameliorate

the noise, the map was smoothed with a Gaussian kernel, with a 2-pixel characteristic radius.

We chose a 2-pixel smoothing radius as a way help reduce the statistical noise arising from

the finite particle size but without substantially altering DM structure at scales relevant to

our analysis. From the surface density map we calculate the scaled lensing potential:

ψ(~θ) =
1

π

∫
d2θ′κ(~θ′) ln |~θ − ~θ′|, (3.4)

where ψ is the scaled potential, ~θ is the deflection angle, and κ is the convergence. The

reduced deflection angle ~α can be found by taking the gradient of the scaled potential, i.e.,

~α = ~∇θ ψ = DL
~∇ ψ, where DL is the distance from the observer to the lens. This, together

with the lens equation ~α = ~β−~θ, allows us to solve for image positions for any given angular

position ~β of a source object.

For each cluster, from 12 to 16 point sources were created, each generating 3 or 5 images,

resulting in 28 to 41 images. There were 5 unique redshift groups for each cluster, ranging

from z = 1.1 to z = 4.5, which represent a typical range of source redshifts found in actual

clusters. Random Gaussian errors with a standard deviation of 0.′′5 were added to each x

and y coordinate of the images, resulting in a mean position error of 0.′′71. An example of a

mock image for Simulated Cluster 3 is shown in Figure 3.3.

3.3.3 Model Details for Simulated Clusters

The models for each of the three simulated clusters are discussed below. Key model results

are summarized in Table 3.1. Image plane plots are shown in Figure 3.2, showing data image

locations, modeled image locations and critical curves.
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Figure 3.3: An example image of a simulated cluster (Sim. Cluster 3). The BCG is centered,
and the red markers indicate 41 simulated point images from 16 source points.

3.3.3.1 Cluster 1

Cluster 1 appears to be a merging cluster, with two large central galaxies separated by

approximately 120 kpc. The unrelaxed DM profile proved problematic to model. The data

set had 16 source points and 42 images, and we identified 9 perturbers in addition to the

two large central galaxies. We attempted several approaches; treating the smaller of the

two central galaxies as an ordinary perturber did not work well, nor did using two blended

cNFW halos. While we were able to reproduce many of the simulated images, there is not
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enough freedom in the model to accurately reproduce the DM distribution, which is crucial

for accurate inference of SIDM cross section. The modeled images had a root-mean-square

(RMS) position error of 1.′′01 (x and y combined).

3.3.3.2 Cluster 2

Cluster 2 is a relaxed cluster, and the simulated data set had 12 source points and 28 images.

From the created HST-like image, we determined the photometric parameters (luminosity,

center coordinates, dPIE radii, position angles and axis ratios) of the BCG and perturbers.

We identified 13 perturbing galaxies, choosing those ≤ 60 arcsec of the BCG and with a mass

≥ 1010M� . All but one of the perturbers were "anchored" together so that their masses

scaled as one group. We individually optimized one perturber that was close to several

images. All data images were reproduced by the model, however there were 3 extra images.

The modeled images had an RMS position error of 0.′′69. The surface density was reproduced

with an mean precision of 0.048 dex over the radius range where images are located (i.e.,

from 23 kpc to 157 kpc from the BCG).

3.3.3.3 Cluster 3

Cluster 3 is a relaxed cluster with 16 source points and 41 images in the simulated data set.

Using the created HST-like image, we reduced photometric measurements of perturbers and

selected 10 perturbers, based on their proximity to the center and luminosity. Of these, 9

were anchored together so that their mass was varied as one, and one perturber was optimized

individually. To achieve better fitting and image reproduction, we reduced the perturbers’

DM halo mass normalization by 50%. All data images were reproduced by the model, with

three extra images. The RMS position error of the modeled images was 0.′′88. The surface

density was reproduced with an mean precision of 0.04 dex over the radius range where
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images are located (i.e., from 11 kpc to 254 kpc from the BCG).

3.3.4 Discussion

For Sim. Cluster 2, the inferred halo mass from strong lensing closely matches the value

obtained from measuring binned data from the Illustris surface density projection, whereas

for Sim. Cluster 3, the inferred mass is 35% lower than the measured value. It should not be

expected that the masses inferred from this process would closely match the actual values,

because the strong lensing fits only the inner 200 kpc or so, whereas the r200 of these halos

is more than 1.5 Mpc.

We measured the size of the BCGs with a 2-D fitting code, assuming an elliptical dPIE

model (see Section 3.2.1). The measured scale radii values were quite small and compact,

with scale radii of 0.5 kpc and 2 kpc respectively for Sim. Clusters 2 and 3. We note that

these values are much smaller than the half-light radii quoted in the Illustris catalog, 66 kpc

and 76 kpc, respectively. This difference could be due to the extended light distribution in

the cluster. As a check, we reran the strong lensing models using the larger BCG radii. In

each case, there were modest differences in some parameter posteriors, but in all cases the

preferred halo core size was very small, i.e., consistent with no core.

The median inferred concentrations were 30% to 40% higher than those found from the 3D

fit (although within 2σ). This is consistent with expectation, since the line of sight to the

clusters was purposefully chosen to maximize strong lensing, making it likely that the line

of sight is preferentially oriented near the major axis of the halo [33, 70, 136, 176]. The bias

of concentration in such cases is explored in more detail in Appendix B.3. Another plausible

contributing factor is that the concentration will be higher for a DM halo when mass from its

associated subhalos are excluded, as discussed in Fielder et al. [57]. This is at least partially

true in our models, as we model the subhalos of the largest perturbers individually.
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Figure 3.4: Magnification maps for the simulated clusters. Regions of high magnification
appear as yellow bands. The noise in the bands is due to the finite particle size of the
simulation. The critical curves found from strong lensing are overlaid as cyan lines. Model
image locations are shown as white circles for images matched to data, and red squares for
extra images. Axes scales are in arc seconds.
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Three extra modeled images appeared in each of the relaxed cluster models. Extra images

can appear if the source point is close to a caustic curve, or equivalently, if images are close

to critical curves in the image plane. To check on this, we compared the critical curves

generated by QLens to the curves of high magnification as generated by the ray tracing

code. This is a meaningful comparison because magnification becomes infinite at the critical

curves. Figure 3.4 show those comparisons for Sim. Clusters 2 and 3. The extra images

are indeed close to critical curves, and the predicted critical curves closely follow the high

magnification curves. As can be seen in the figures, the high magnification curves are noisy;

this is due to the finite particle size of the Illustris simulation. The ray tracing grid has a

pixel size of 1.25 kpc. The critical surface density (where κ = 1, and where the tangential

critical curves are located) at a lens redshift of 0.3 and assuming a source redshift of 2.0 is

Σcrit = 2.352× 109M� /kpc2. Since the mass of a DM particle in the Illustris simulation is

5.9× 107M� , there are an average of only ∼ 60 particles per pixel, the statistical variation

of which can be seen in the magnification curves. By making changes to grid settings in the

QLens software, we could reduce the number of extra images somewhat, but at the cost of

higher RMS image position error in the model, which would be undesirable. We checked

that the halo and BCG parameters do not change significantly under such changes. We

interpret the extra images as due to either artifacts of the modeling process or unmodeled

substructure, and do not believe that they significantly impact the inference of the model

parameters.

3.3.5 Summary of Key Findings from Simulated Clusters

We used ray tracing to simulate strongly lensed images for three Illustris clusters, and tested

our strong lensing analysis pipeline on those clusters. Our key findings for those models are

summarized here.
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• Although the lens models constrain only the inner ∼ 200 kpc of the DM halo, they were

nevertheless able to recover the halo mass of their corresponding simulated clusters to

within 20% to 30%.

• Because of the finite particle size of the simulation, the surface density map exhibits

significant Poisson noise. By smoothing the map with a Gaussian kernel with 2-pixel

characteristic radius the noise was reduced. The simulation’s finite particle size also

causes the DM subhalos to suffer from two-body relaxation effects in their centers,

effectively giving them cores. We therefore modeled those halos using a cored profile.

Doing so moderately improved the accuracy of the image reproduction for Sim. Cluster

2, but yielded only a minor improvement for Sim. Cluster 3.

• The critical curves produced by lens models followed those of the magnification map

from the underlying potential, save for noise in the magnification map due to the

simulation’s finite particle size.

• Image positions were recovered with good accuracy, commensurate with the simulated

position error added to the mock data. The total simulated position error was 0.′′71

(0.′′5 each in x and y), while the RMS position error of the models were 0.′′69 and 0.′′88

for Sim. Clusters 2 and 3, respectively.

• Three extra images were produced in each of the simulated cluster models, but did not

appear to significantly impact the parameter inference of the models.

• The merging cluster, Sim. Cluster 1, proved difficult to model, as the mass distribution

is complex and is not well characterized by a potentially cored NFW halo with addi-

tional perturbing bodies. We were not able to recover meaningful parameter values for

that cluster. This highlights the importance of choosing clusters that are not major

mergers for our analysis. We have been cognizant of this restriction in choosing the

sample of observed clusters to model.
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Table 3.2: Summary of the observed cluster sample.

Adopted kpc per tage Image and Galaxy
Cluster Name Redshift arcsec (Gyr) Relaxed? Data Sources Image Points Source Points
Abell 611 0.288 4.33 10.2 yes Donnarumma et al. [47], Newman et al. [131] 49 13
Abell 2537 0.294 4.39 10.1 yes* Newman et al. [133], Cerny et al. [26]; 16 4

this work
RXC J2248.7-4431 0.348 4.92 9.7 yes Bonamigo et al. [12]; this work 55 20
MS 2137.3-2353 0.314 4.60 9.9 yes Donnarumma et al. [46]; 50 14

Newman et al. [133];this work
Abell 383 0.189 3.16 11.1 yes Monna et al. [116]; this work 27 9
Abell 2261 0.225 3.61 10.8 yes* Coe et al. [34]; this work 30 12
MACS 2129.4-0741 0.589 6.63 7.8 yes* Monna et al. [117]; this work 31 9*
MACS 1720.3+3536 0.387 5.27 9.3 yes Zitrin et al. [211]; this work 19 6

* but see discussion in the relevant paragraph of Section 3.4

3.4 Models of Observed Clusters

We began by selecting a subset of galaxy clusters, based on the following criteria:

1. a generally relaxed shape, with a dominant main halo and the absence of vigorous

current merger activity, based on either X-ray or optical observation;

2. the presence of strong lensing, resulting in several multiple-image systems

3. existing multiple image data, including redshifts,

4. ideally, the availability of galaxy member data, to determine likely lensing perturbers,

although in many cases we reduced our own perturber information from HST data.

We targeted a sample size of approximately 8 to 10 halos, so as to enable us to draw cogent

general conclusions from the sample. The resulting sample set of 8 clusters is listed in

Table 3.2.

Figure 3.2 shows plots of the image plane for the cluster models, showing the data image

positions, their modeled counterparts, and representative critical curves for a redshift of 2.0.
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3.4.1 Abell 611

In Andrade et al. [3] this cluster was modeled in detail, using image position and galaxy

member data from Donnarumma et al. [47], but with redshift corrections indicated in New-

man et al. [133], Belli et al. [8]. The redshift data is spectroscopic. In Andrade et al. [3],

both cNFW and Corecusp halo models were explored, which gave similar results, with the

cNFW model being the preferred model.

In this work, our approach is similar, except that we model DM halos for each of the per-

turbers, as described in Section 3.2.5. The BCG, the seven perturbing galaxy members and

their associated DM halos were modeled with dPIE profiles. The BCG mass parameter was

a varied parameter, while the other BCG parameters were fixed based on the photometry

from Newman et al. [133]. The mass parameters for the perturbing members were varied in

three groups, one each for perturbers 1 and 2, and one group for perturbers 3 through 7.

The normalization of the stellar-halo mass relation (i.e., parameter "k" in Equation 3.3) was

reduced by 75%, to allow for the lowest χ2 while still matching all data and model images.

The resulting model reproduced all data images, with no extra images.

3.4.2 Abell 2537

Abell 2537 is an efficient gravitational lens that has been studied by several others, including

Newman et al. [133, 132], Cerny et al. [26]. It appears relaxed and uniform in X-ray images

[172]. Newman et al. [133] describes the cluster as likely disturbed, perhaps along the line-

of-sight, but we nevertheless were able to construct a satisfactory model that explains the

image positions with reasonably good fidelity. The stellar-halo mass normalization "k" was

reduced to 12.5% of its nominal value, to minimize the image position χ2.

Image positions, spectroscopic redshift and BCG photometry data from Newman et al. [133]
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were used in the model. Perturbing galaxy data from Cerny et al. [26] was also utilized. Only

those perturbers with V-band luminosity greater than 5× 1010 L� and located less than

60′′ from the BCG were included in the model, resulting in 32 perturbers. The BCG mass

and one anchor galaxy mass (to which the other 31 perturbers are anchored) were varied

parameters. There were three extra non-central images in the model. Those images are in

the vicinity of a bright perturbers and could be present but washed out in the perturber

light.

3.4.3 RXC J2248.7-4431

Also known as Abell 1063S, this cluster has been previously modeled in some detail by

Caminha et al. [22] and Bonamigo et al. [12]. It appears relaxed and uniform in X-ray

images [172]. We used data from Bonamigo et al. [12] for the image positions, redshifts

and perturbers. We included only those perturbers with V-band luminosity greater than

2× 1010 L� and a distance from the BGC less than 60′′, resulting in 13 perturbers. The

mass of the BCG and one anchor galaxy (to which the other 12 perturbers were anchored)

were varied. The stellar-halo mass normalization "k" was not reduced from its nominal

value. The best-fit models for this cluster produced 7 extra images. Examination of the

HST image [147] revealed what may be image candidates at most of the predicted locations,

but without spectroscopic data we cannot confirm them.

3.4.4 MS 2137.3-2353

MS2137 appears very relaxed and uniform in X-ray images [172]. We adopt the image

positions and redshift data from Donnarumma et al. [46]. The point image locations follow

two great arcs at nearly identical spectroscopic redshifts. BCG photometry from Newman

et al. [133] was used. There is one prominent perturber, the position and photometry data of

74



which we reduced using HST data [147]. The mass of the BCG and perturber were allowed

to vary, while the other parameters were fixed, based on photometric measurements. The

stellar-halo mass normalization parameter "k" was reduced by 50% to achieve better fitting

and image reproduction. All data images were reproduced, with no extras.

3.4.5 Abell 383

Abell 383 is a relaxed cluster with 9 lensed sources for a total of 27 images. Following Monna

et al. [116], we also adopt 19 perturbers for this cluster. For the BCG and all other cluster

members, the photometric parameters were reduced from the HST F814W filter [147] using

SourceExtractor provided in the Gaia software package. As in Monna et al. [116] we use

the GR galaxy as our reference galaxy and anchor all other perturber masses to the GR

galaxy for optimization. Due to localized radial arcs near the G1 and G2 perturbers, we

individually optimize these perturbers in addition to the BCG and GR. The stellar-halo mass

normalization "k" was reduced to 25% of its nominal value, to minimize the image position

χ2. The model reproduced all data images but yielded 6 extra images. Examination of the

HST image for potential new images at their predicted locations was inconclusive due to

noise in the image.

3.4.6 Abell 2261

Abell 2261 is a borderline relaxed cluster with 12 strongly lensed sources for a total 30 images

(see Table 3 of Coe et al. [34]). Our search of past work on this cluster did not yield data

on potential perturber membership in the cluster. We therefore adopted 12 perturbers by

choosing the galaxies which distort critical curves in Figure 1 of Coe et al. [34]. We measured

effective radius, axis ratio, luminosity and position angle from the HST F775W filter [147]

using SourceExtractor provided in the Gaia software package for the BCG and perturbers.
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We individually optimized 4 perturbers which are located in close proximity to images; the

others were grouped and optimized as one. The stellar-halo mass normalization "k" was

reduced to 50% of its nominal value, to minimize the image position χ2. The model was able

to match all data images with an RMS position error of 0.′′83, however 8 extra non-central

images with |magnification|>1 were produced.

3.4.7 MACS 2129.4-0741

MACS2129 is described by Mann and Ebeling [104] as a recent but well separated merger,

although it appears relaxed. It has 8 lensed sources and a total of 31 images according

to Monna et al. [117] (see Table 3 there). However, system 4 is much better characterized

as a system of two images being lensed rather than one image being lensed, thus we use 9

sources as in Monna et al. [117], where they also make a distinction between the two images in

system 4. We adopt 10 perturbing galaxies, two of which are clear strong lensing sources that

impact image positions significantly. The masses of those two were optimized individually.

The masses of the other perturbers were anchored to a reference galaxy, the mass of which

was varied and optimized. The stellar-halo mass normalization "k" was reduced to 12.5% of

its nominal value, to minimize the image position χ2. The model reproduced 30 out of 31

data images, with no extra images. The model matched data images with an RMS position

error of 0.′′79. The radii, position angle, and axis ratio of all cluster members were measured

from the HST F814W filter [50].

3.4.8 MACS 1720.3+3536

MACS1720 also appears relaxed and uniform in X-ray images [172]. We use the image

position and photometric redshift data of Zitrin et al. [212]. A single redshift value for each

image group was selected by the photo-z optimization process described in Section 3.2.6.
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Image set 7 from Zitrin et al. [212], a 3-image set in the far southern part of the image, was

problematic to model. It contains a pair of images within close proximity to one another, but

no apparent perturbing bodies nearby. In addition, the photometric redshift of this source

has a high uncertainty. We therefore excluded that source point. Interestingly, we were able

to accurately produce the three images in Image set 7 if we included a perturbing subhalo

of mass ∼ 2× 1012M� at coordinates of (12.5, -25.5) arcsec relative to the BCG. However,

inspection of the HST images does not reveal any significant luminous body at that location.

BCG photometry and perturber data were reduced from HST images [147]. We included

only those perturbers with F814W luminosity greater than 5× 109 L� and a distance from

the BGC less than 30′′, resulting in 13 perturbers. The masses of these 13 were varied as

a group. The stellar-halo mass normalization "k" was not reduced from its nominal value.

The resulting model had one extra image with |magnification| > 1.0, a magnification 2.7

image located at (4.2, -3.5) arcsec relative to the BCG. Examination of the HST reveals

a good candidate object near that location, although we cannot confirm it absent redshift

measurement.

3.5 Strong Lensing Results

Using the methods described in Section 3.2, we constructed mass models for each cluster that

reproduced the observed image positions. We used separate lens elements for the baryonic

and dark mass components of member galaxies, which is not a common approach in cluster

lensing analysis. The strong lensing models were able to reproduce the image position data

with good accuracy. We assumed measurement error of 0.′′5 in each of the x and y coordinates

of the data image positions. The models recovered the data image positions with root-mean-

square position errors (combining the x and y components) ranging from 0.′′32 to 1.′′07, with

a median of 0.′′66, as shown in Table 3.3. The reduced image plane χ2 (i.e., χ2 per degree
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Table 3.3: Strong lensing results summary. Where confidence intervals are given, the 14th-
and 86th-percentile values are indicated. The parameter rc is the cNFW core radius. The
BCG luminosity is measured using the closest HST filter to the rest frame wavelength, so as
to be approximately comparable to V-band. Measurement uncertainties in luminosity are
<2%. The halo offset from the BCG is the inferred projected offset in the plane of the sky.

RMS Pos. Halo BCG 2-D Halo
Img. Plane Error rc Halo Mass Concen- BCG Mass Lum. BCG M/L Offset from

Cluster Name χ2[red.] (arcsec) (kpc) (1014M� ) tration (1012M� ) (1011L� ) (M� /L� ) BCG (kpc)

Abell 611 20.7 [0.36] 0.32 0.52+6.48
−0.48 8.77+3.34

−2.30 6.20+1.17
−1.05 1.21+2.74

−0.88 3.25 3.72+8.43
−2.71 4.18+5.75

−2.80

Abell 2537 22.0 [1.57] 0.59 1.18+6.76
−1.12 9.42+1.77

−1.42 6.77+0.90
−0.76 0.93+1.09

−0.48 3.32 2.79+3.28
−1.43 5.44+1.18

−1.10

RXC J2248.7-4431 116.8 [1.98] 0.73 19.83+13.03
−9.41 18.39+1.49

−1.30 5.39+0.71
−0.59 0.82+0.88

−0.74 4.80 1.70+1.84
−1.54 3.11+1.27

−1.17

MS 2137.3-2353 39.0 [0.64] 0.44 0.10+0.52
−0.08 5.85+1.22

−0.96 7.91+1.13
−0.99 0.72+0.88

−0.19 3.26 2.22+0.75
−0.59 1.22+0.96

−0.69

Abell 383 24.9 [1.08] 0.48 0.39+2.61
−0.36 7.79+1.92

−1.38 6.71+1.01
−0.89 1.05+0.40

−0.33 3.22 3.29+1.25
−1.02 2.53+1.63

−1.13

Abell 2261 83.5 [3.34] 0.83 15.53+4.43
−3.28 8.23+0.98

0.82 10.10+1.08
−0.99 0.77+0.30

−0.16 5.64 1.36+0.53
−0.28 3.54+4.22

−1.24

MACS 2129.4-0741 75.6 [2.44] 0.79 54.80+22.98
−17.57 10.70+0.74

−0.64 7.23+1.13
−0.99 2.13+0.38

−0.36 2.03 10.49+1.89
−1.75 12.99+1.30

−1.18

MACS 1720.3+3536 86.8 [5.79] 1.07 0.04+0.24
−0.04 4.28+0.31

0.27 10.83+0.65
−0.66 0.38+0.25

−0.14 3.01 1.27+0.84
−0.46 5.06+0.82

−0.83

of freedom) for the fits ranged from 0.36 to 5.79. The degrees of freedom are counted as

follows: two for each image point (one each for the x and y components), less two for each

source point as they are, in essence, free parameters, less one for each varied parameter in

the MCMC model. For the 8 observed clusters, 5 have reduced chi square statistics < 2,

indicating that the extent of the match between data and observation for those models is

generally in accordance with the error variances. For the other 3 (Abell 2261, MACS 2129

and MACS 1720), this indicates that the assumed errors may have been underestimated.

Systematic error is the likely dominant component, which is discussed in Section 3.5.11.

All data images were reproduced except one. Occasionally, extra images were produced by

the models, as noted in the relevant paragraphs of Section 3.4. Posterior distributions for

all the cluster models are shown in the supplemental online material.

Strong lensing parameter inferences are summarized in Table 3.3. Figure 3.5 shows his-

tograms for the 2-dimensional BCG offset, mass-to-light ratio, and Core Radius. Below we

discuss the parameter inferences for each cluster for these key parameters: DM halo mass

(i.e., m200), BCG mass, and core radius (rc).
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Figure 3.5: Histograms for 2-dimensional BCG offset, BCG mass-to-light ratio and DM halo
core radius posteriors. The histograms are normalized to unity area, and have been smoothed
slightly with a Gaussian kernel for display purposes.

3.5.1 Abell 611

Our inference of the mass of the central DM halo is 8.77+3.34
−2.30× 1014 M� . In Newman et al.

[130] they infer a value of 6.2+0.7
−0.5 × 1014 M� using a combination of weak lensing, strong

lensing and kinematic data and employing a generalized NFW profile. In a subsequent work,

Newman et al. [133] found m200 of 8.31+1.46
−1.23 × 1014 M� using weak and strong lensing. In

Donnarumma et al. [47] they use an NFW profile for the DM halo and infer strong lensing

m200 values of 4.68 ± 0.31 × 1014 M� using a dPIE profile for the BCG, and 6.32+0.51
−0.23 ×
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Figure 3.6: Surface density inferred from strong lensing ("data", in color) and the corre-
sponding median SIDM modeled surface density ("model", in black) versus radius for each
real cluster. The area shown for each is the 68% confidence interval. The clusters are offset
by one decade each for display purposes.
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1014 M� using a Sersic profile for the BCG. They arrive at anm200 of 9.32±1.39×1014 M�

using X-ray gas temperature techniques. Our inference is consistent with all of these.

Our inferred BCG mass is 1.21+2.74
−0.88 × 1012 M� . In Newman et al. [130] they infer a BCG

mass of 1.01+0.24
−0.29×1012 M� , while in Donnarumma et al. [46] they infer 6.17+1.32

−1.79×1012 M�

for their case 6, which is the most comparable to our configuration. Our inference falls in

the middle, and is consistent with the Newman et al. [130] result but in mild tension with

the Donnarumma et al. [46] result.

We infer a cNFW core radius of 0.52+6.48
−0.48 kpc, which is consistent with the findings of

Newman et al. [132], in which they infer a core size of 2.95+4.29
−2.01 kpc.

3.5.2 Abell 2537

For this cluster we infer a central DM halo mass of 9.42+1.77
−1.42 × 1014 M� . In Newman et al.

[133] they infer a somewhat higher value of 13.1+1.3
−1.2× 1014 M� using a purely NFW profile

and combining strong a weak lensing. In Cerny et al. [26], they employ a model with two

dPIE DM halos with different center coordinates, and find a mass within 400 kpc of the

BCG of 2.6± 0.5× 1014 M� . Our inferred value for mass within that radius is nearly the

same, with a median value of 2.5× 1014 M� .

Our inference for the BCG mass is 0.93+1.09
−0.48× 1012 M� . Other authors do not specify their

inferred BCG masses, but we note that in Newman et al. [133] they measure a luminosity

of 5.86× 1011 M� , and in Cerny et al. [26] they measure a luminosity of 5.27× 1011 M� ,

each of which when combined with our inferred mass results in a reasonable mass-to-light

ratio of approximately 1.6 to 1.8.

For Abell 2537, we infer a modest core radius of 1.18+6.76
−1.12 kpc. This is in tension with

the inference of Newman et al. [132] of 46.8+34.5
−19.2 kpc. We are unsure of the reason for the
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discrepancy, but note that the measured half-light radius of the BCG is 15.7 kpc, which

goes beyond the DM core radius, increasing the possibility for degenerate solutions between

the two. Examination of the posterior plot (see supplemental online material) shows a mild

bimodality in the BCG mass, possibly also admitting a larger core size. Note also that this

cluster has the fewest images in the sample (16), and the fewest source points (4). The

image position data is the same as that used in Newman et al. [133]. A small data set could

potentially limit the ability of the model to accurately constrain the mass profile.

3.5.3 RXC J2248.7-4431

For this cluster we infer a central DM halo mass of 18.39+1.49
−1.30 × 1014 M� . In Caminha

et al. [22], in their reference case 2 they find a mass of 2.90 ± 0.02 × 1014 M� within an

aperture of 250 kpc. The corresponding median value for our inference would be very similar;

2.88×1014 M� . In Bonamigo et al. [12], they infer an m200 of 20.3±6.7×1014 M� , in good

agreement with our inference. We infer a BCG mass for RXCJ2248 of 0.82+0.88
−0.74× 1012 M� .

We were unable to find comparable inferences from other authors. We infer a core radius

of 19.83+13.03
−9.41 kpc, and we were not able to find comparable cNFW core size inferences from

other authors.

3.5.4 MS 2137.3-2353

We infer a central DM halo mass of 5.85+1.22
−0.96 × 1014 M� for this cluster. In Donnarumma

et al. [46], the found anm200 of 4.4+0.6
−0.5×1014 M� using a strong lensing model, and Newman

et al. [133] found an m200 of 3.63+1.26
−0.81 × 1014 M� using a combination of strong and weak

lensing. Both of these figures are consistent with our inference.

While we infer a BCG mass of 0.72+0.88
−0.19 × 1012 M� , other authors do not report their
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BCG masses. However, we note that our meaured BCG luminosity of 3.26 × 1011 L� and

that measured in Newman et al. [133] of 3.20× 1011 L� are similar, and result reasonable

mass-to-light ratios of approximately 2.2.

We infer a very small core radius of 0.10+0.52
−0.08 kpc, as does Newman et al. [132], at 2.82+3.01

−2.39

kpc.

3.5.5 Abell 383

For this cluster we infer a central DM halo mass of 7.79+1.92
−1.38 × 1014 M� . In Zitrin et al.

[210] they find a similar mass of 7.67 × 1014 M� from a generalized NFW profile. In

addition, we find the 2D projected mass on the halo within 50 kpc, the distance to the

large tangential arc of systems 1 and 2, is 2 × 1013 M� . This value is consistent with

1.7× 1013 M� , 2.2× 1013 M� , and 2× 1013 M� from Monna et al. [116], Newman et al.

[131], and Zitrin et al. [210] respectively.

We infer a core radius of 6.66+6.89
−4.20 kpc for the DM halo. We were not able to find comparable

cNFW core size inferences from other authors. Our inferred BCGmass is 1.05+0.40
−0.33×1012 M�

which is lower than the results Monna et al. [116] of 6.05 × 1012 M� or 6.13 × 1012 M� ,

depending if they included or did not include velocity dispersion measurements. We note

that our measured luminosity of 3.22× 1011L� when coupled with our inferred BCG mass

results in a reasonable mass-to-light ratio of ∼ 3.3.

3.5.6 Abell 2261

For cluster Abell 2261, we infer a central DM halo mass of 8.23+0.98
−0.82 × 1014 M� . In Coe

et al. [34], they found m200 of 9.54+0.84
−0.84 × 1014 M� by using a combination of weak lensing

and strong lensing when assuming a spherical NFW profile halo, which is consistent with
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our inference.

We inferred a BCG mass of 0.77+0.30
−0.16 × 1012 M� , and a core radius of 15.53+4.43

−3.28 kpc. We

were unable to find inferences from other authors for these parameters.

3.5.7 MACS 2129.4-0741

For this cluster we infer a central DM halo mass of 10.70+0.74
−0.64 × 1014 M� . In Monna et al.

[117], they specify the mass enclosed within the Einstein Parameter, ΘE, given as 29 ± 4".

Within this radius, they find a mass of 8.6 ± 0.6 × 1013 M� . Using our model, we find a

corresponding median value of 17.5× 1013 M� within that same radius.

Similarly, our model infers a median BCG mass within ΘE = 29" of 2.03×1012 M� , whereas

Monna et al. [117] finds 8.4± 2× 1012 M� .

This cluster has the largest inferred core size in our sample, at 54.8+23.0
−17.6 kpc. In Monna et al.

[117] they find an even larger core radius of 101+13
−11 kpc. However, as noted in Monna et al.

[117], the DM halo core radius correlates with the BCG mass profile, thus they speculate

that the core radius may be large because of an overestimate of the BCG mass.

3.5.8 MACS 1720.3+3536

For this cluster we infer a central DM halo mass of 4.28+0.31
0.27 × 1014 M� . In Zitrin et al.

[212] they use strong lensing to specify the mass enclosed within 136" of the center. They

find a value of 3.35× 1014 M� for their NFW model. The corresponding median value for

our model is a similar 3.57 × 1014 M� . Note that our model is very close to NFW, as the

inferred core radius is quite small at 0.04+0.24
−0.04 kpc, the smallest in our sample. We can find

no other works that present estimates of the core radius or BCG mass for this cluster.
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3.5.9 Halo and BCG masses

The primary results of the strong lensing models are the surface density profiles, which are

shown as the colored bands in Figure 3.6. These profiles are used as data for the SIDM

profile matching described in Section 3.6. The black lines in Figure 3.6 are the surface

density profiles as modeled by the SIDM halo matching. The match is better than 0.1 dex

for all clusters.

The posterior distributions of halo core radius, halo mass and BCG mass are shown in

Table 3.3. (Note that these inferences are not used for the SIDM halo analysis.) Our DM

halo core inferences range from essentially zero (i.e., MS2137, MACS1720) to more than 50

kpc (MACS2129). Core size is an important characteristic in this analysis, as a small core

rules out strong self-interactions.

We infer DM halo masses in the range of 4× 1014M� to 1.8× 1015M� . These are broadly

consistent with those found by other authors. We infer BCG masses in the range of

7× 1011M� to 2.1× 1012M� . These are are generally consistent with those found for

these objects by other authors, with the exceptions of A383 (where our inference is lower

than that of Monna et al. [116]) and MACS2129 (where our inference is lower than that

of Monna et al. [117], however, those authors speculate that their BCG mass may be an

overestimate).

A potential degeneracy can occur in lens models between BCGmass and halo mass, especially

if the BCG is closely co-centered with the DM halo, since the mass is a free parameter in

both profiles and both deflect image positions similarly. In a similar way, degeneracy can

occur between BCG mass and core size. As a sanity check for the inferred BCG masses, we

calculate the mass-to-light ratio for each, using the closest HST filter to V-band in the rest

frame. The luminosities were measured in Gaia/Source Extractor and corrected for galactic

extinction.
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Newman et al. [133] used a stellar population synthesis model and assumed a Chabrier

initial mass function (IMF) [28] to arrive at a mass-to-light ratio ΥV = M∗/LV for 7 giant

elliptical BCGs, finding a range of 1.80 to 2.32 in V-band, with low scatter. The assumption

of a Salpeter IMF [166] increases the ratio by a factor of 1.78, resulting in an upper value

of 4.13. In Andrade et al. [3], they note the possibility of a super-Salpeter IMF in Abell

611, which would further increase the upper limit. Our results are consistent with those

expected values, with the exception of MACS2129, for which we find ΥV = 10.49+1.89
−1.75. We

do not know the reason for this outlier, but we speculate that it may be caused by difficulty

in separating the BCG light from three other bright objects within the half-light radius

of the BCG (approximately 17 kpc). As a test, we made a separate strong lens model for

MACS2129 with ΥV constrained to a value of 4. The resulting fit was inferior to the original,

with χ2 increasing from 77 to 187, RMS position error increasing from 0.′′79 to 1.′′30, and

only 28 out of 31 images matched. The inferred core size from that run was smaller than the

original run, decreasing to a median posterior value of 39.4 kpc from the original 54.8 kpc,

which would cause a decrease in the inferred SIDM cross section for that cluster.

3.5.10 Halo Concentrations

We infer halo concentrations with median posterior values ranging from 5.39+0.71
−0.59 (RXCJ2248)

to 10.83+0.65
−0.66 (MACS1720), with a median value of 7.0 (see Table 3.3). For comparison, the

concentration-mass relation of Diemer and Joyce [45] predicts median concentrations ' 4.0

for halos at redshifts of 0.2 to 0.6 and in the mass range of 1014M� to 1015M� . Also,

Merten et al. [114] observed concentrations of 3.7± 0.65 for 19 X-ray clusters in the CLASH

sample. As we discuss in Appendix B.3, this discrepancy can potentially be explained if the

lines of sight to lensing clusters are preferentially oriented along the major axis of the clus-

ters. The concentrations for prolate halos can be biased upward by up to 60%. As described

in Section 3.6, we vary the cluster’s LOS axis ratio in our SIDM model to account for this
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effect. (The concentration parameter per se is not used in the subsequent SIDM analysis;

rather, the entire radial halo profile is used, as described in Section 3.6.) In addition, Fielder

et al. [57] showed that concentration will be significantly higher for a DM halo when mass

from its associated subhalos are excluded from the calculation. Our models do account for

some subhalo mass separately (for the larger perturbers), so we would expect our primary

halo to be more concentrated than that of the cluster as a whole.

3.5.11 Strong Lensing Systematic Errors

Statistical errors in image positions in strong lensing studies are often quite small, on the

order of 1 to 2 detector pixel widths. In our case, most images were from the Hubble Space

Telescope ACS instrument, with a pixel with of 0.′′05. Much more significant are systematic

effects, which can include misidentified images, inaccurate image redshifts (especially for

photometric redshift data; see Cerny et al. [26]), unmodeled substructure and correlated

mass along the line of sight. As in many other strong lensing studies, we account for the

latter item via two external shear components in the model, which adds two degrees of

freedom to the model. To account for other systematic errors, most studies increase the

assumed position error well beyond that of the statistical uncertainty. Some assumptions

for position error from other authors for the same clusters in our sample are as follows: 0.′′2

for Abell 611 [47], 0.′′5 for MS2137, A383, A611 and A2537 [133]; 1.′′4 for A2261 [34]; 0.′′5 to

1.′′0 for MACS 2129 [119]; 1.′′0 for A383 [116]; 0.′′5 for RXCJ 2248 [22]. Note that some of

those studies involved multiple data sets, combining strong lensing with weak lensing, X-ray

analysis and/or stellar kinematic analysis. In that case, the position error assumption is

more important because it scales the χ2 of the strong lensing component only, thus affecting

the weighting of the strong lensing relative to the other data. In our case, we have only one

component, so the relative weighting between data sources is not a concern. This was part

of the motivation for using strong lensing alone in our study. We have therefore adopted a
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position error assumption of 0.′′5, which seems broadly consistent with the residuals for all of

the clusters in our our analysis. Note that this applies separately to the x and y components,

so that the total uncertainty is 0.′′71.

We note that the cluster MACS1720 has the highest reduced χ2 in our sample (5.79) and the

highest RMS postion error (1.′′07). In order verify that the assumed data position error of

0.′′5 did not adversely impact the results, we made an additional run for that cluster with an

assumed data position error of 1.′′0. The resulting reduced χ2 fell to 1.63. The inferred surface

density profile declined slightly and its uncertainty approximately doubled; for example, at 20

kpc the inferred surface density changed from 4.42± 0.09× 109M� to 4.22± 0.20× 109M�.

The concentration fell from from 10.83 ± 0.66 to 9.71 ± 0.84. The resulting inference for

log10(σ/m) didn’t change much, declining from −1.35± 0.18 to −1.40± 0.20.

As a check on the position error assumption, we discuss and plot the error residuals from

strong lensing in Appendix B.4 and Figure B.3. The residuals appear generally Gaussian

in shape, and have standard deviation of approximately 0.′′4 to 0.′′8, roughly consistent with

the assumed position uncertainty of 0.′′5.

3.5.12 BCG Offsets from DM Halo Centers

An observable consequence of cored SIDM halos would be oscillations of BCG about the

center of the halo after mergers, which would persist for several Gyr [86]. In Harvey et al.

[68], they used simulations to examine the effect of DM self-interaction on BCG offsets, and

concluded that the distribution of such offsets from an ensemble of clusters would exhibit

a median value of 3.8 ± 0.7 kpc for a CDM scenario (i.e., σ/m = 0 cm2/g ), and 8.6 ± 0.7

kpc in a scenario where σ/m = 1 cm2/g . The rightmost column of Table 3.3 and the first

histogram in Figure 3.5 show our inferred 2-dimensional offset of the DM halo centers for each

cluster, which range from approximately 1 kpc to 10 kpc, with a median of approximately
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4 kpc, except for MACS2129, which is an outlier at 10 kpc to 15 kpc. Since these are 2-

dimensional offsets, we can estimate that the corresponding 3-dimensional offsets would be

larger by a factor of approximately
√

3/2 = 1.23, although the precise value would depend

on the distribution of the offsets. Using this factor results in a corresponding median value of

approximately 5 kpc for our data, which would imply σ/m� 1 cm2/g in light of the findings

of Harvey et al. [68]. However we also note that Harvey et al. [67] found that the error

estimates from the posteriors of MCMC lens modeling could be understated by as much as

a factor of 10. Applying this to the predicted offsets in Table 3 would result in uncertainties

larger than the offsets themselves, making an inference discerning CMD from 1 cm2/g SIDM

much weaker.

3.6 SIDM Halo Analysis

It has been argued from observations of groups and clusters of galaxies, that the cross section

must be velocity-dependent to have a significant effect for less massive galaxies [80]. This

velocity dependence can occur in several ways: resonant self-interaction of dark matter [31],

light mediator models with either elastic or inelastic collisions [55, 100, 188, 187, 2, 11, 196],

bound states [16], and strongly interacting massive particles [73, 29]. See Chu et al. [32] for

a review of these models in addition to a model-independent approach for approximating

velocity dependence using effective range theory. As the range of particle velocities in our

cluster sample is relatively narrow, we opt for a constant velocity analysis here.

3.6.1 SIDM Halo Model

For the SIDM halo model, we following the procedure in Kaplinghat et al. [80] and write the

full profile as an inner isothermal profile and an outer NFW profile, with the two profiles
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matched in mass and density at a radius r1, which is determined by the cross section. The

idea here is to get a smooth density profile that interpolates between an isothermal core

and a collisionless outer envelope well enough to capture the halo profiles inferred from

SIDM simulations. The characteristic radius r1 dividing the inner and outer regions can be

approximated by setting the average scattering rate per particle times the age of the halo to

unity:

rate x time ≈ < σv >

m
ρ(r1) tage = 1, (3.5)

where σ is the scattering transfer cross section, v is the relative velocity between DM particles,

ρ(r1) is the density of DM at the characteristic radius, tage is the age of the halo, and

<...> denotes averaging over the velocity distribution. This is a simplification of the time-

dependent process of halo assembly, but it compares well to numerical simulations [80, 161]

because of the approach to equilibrium.

For the age of each halo, we adopt a value equal to the time at the redshift of the halo, as

shown in Table 3.2. The average relative velocity of SIDM particles, assuming a Maxwellian

velocity distribution, can be shown to be 4√
π
σ0, where σ0 is the central velocity dispersion.

Assuming a constant cross section σ over the range of velocities accessible in the cluster, we

have 〈σv〉 = σ〈v〉 = 4√
π
σ σ0. For a model with a sharp velocity dependence, σ should be

interpreted as the velocity averaged transfer cross section [189, 159, 77, 11].

Considering the two regions, one which is thermalized by self-interactions and one which

remains largely non-interacting, the complete profile can be written as

ρ(r) =


ρiso(r), r < r1

ρNFW(r), r ≥ r1

(3.6)

where ρiso(r) is a cored isothermal profile [79], and ρNFW(r) is the NFW profile (see Equa-
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tion 3.1, but with rc → 1). For the region interior to r1, interactions are common and we

consider the DM particles to behave as an ideal gas, characterized by a pressure (p), density

(ρ) and (one-dimensional) velocity dispersion (σ0) that obey an equation of state p = ρσ2
0.

Assuming that the DM particles in the central region achieve hydrostatic equilibrium, we

have

∇p = −ρ∇Φtot (3.7)

where Φtot is the total gravitational potential from both DM and baryons. In this analysis,

we use the fitted BCG from strong lensing with a dPIE profile (Equation 3.2) for the baryonic

mass. The gravitational potential must satisfy the Poisson equation

∇2φtot = 4πG(ρDM + ρBCG) (3.8)

where G is Newton’s gravitational constant, ρDM is the mass density of DM and ρBCG is the

mass density of the BCG. Thus the SIDM density profile explicitly depends on the stellar

distribution [79]. The solution to two equations above gives ρiso(r) for the interior region.

We assume that the isothermal solution is a cored profile at small radii with central density

ρ0 and central dispersion σ0. For concreteness, we impose this boundary condition at 1%

of the stellar core radius (rcore in the dPIE profile). We then evolve the isothermal Jeans

equation outwards stopping at the radius r1 when the SIDM density ρ(r1) satisfies Eq. 3.5. By

matching the mass and density of ρiso to a NFW profile, we can find the NFW parameters ρs

and rs from ρ0 and σ0. Note that we do not search for a second solution at larger r1 [80, 161],

which could be just as good a fit. This second solution with the same ρ0 is reminiscent of the

core collapse phase [5, 51, 53, 135], but it is not clear if this connection holds up in detail.

As discussed in 3.5.10 and Appendix B.3, the apparent concentrations of halos that are

elongated along the LOS are higher than the actual concentration. To account for this we

91



Figure 3.7: Histogram plot for the line of sight axis ratio "s". The prior is shown as a dashed
black line and is based on Vega-Ferrero et al. [193] for s<0.5 and is flat for s>0.5.

transform our spherical halo profile ρ(r) in Eq. 3.6 into an ellipsoidal profile ρe(re) = ρ(re)

with r2
e = R2 + z2s2, and orient the z-direction along the line-of-sight. This implies that

the ellipsoidal surface density κe(R) = κ(R)/s. Choosing the LOS axis ratio s < 1 implies

that for the same mass, concentration and cross section, the surface density is higher. We

allow s to vary during the MCMC fitting procedure, which would allow for smaller ρs and

hence larger cross sections. Note that the central density does not vary linearly with ρs as

the cross section is changed.

To arrive at a prior distribution for s, we use the results in Vega-Ferrero et al. [193] and

Bonamigo et al. [14] for relaxed clusters. We utilize the PDF from Vega-Ferrero et al. [193]

for values of s < 0.5. The PDF reaches a maximum at s ' 0.5, and declines as s approaches

unity. For s > 0.5, since our clusters may not always be fully oriented along the LOS, so we

opt for a flat prior for s > 0.5. The prior for s is shown in Figure 3.7, along with the inferred

posteriors for each cluster from the SIDM model. Our data prefers LOS axis ratios near 0.5

for all clusters.

There are two pitfalls that impede seamless parameter space exploration using the halo
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profile in Eq. 3.6. First is that when we scan over ρ0 and σ0, there is no guarantee that

r1 can be found. To insure against this failure, we change our variable from ρ0 to R0 =

ρ0(σ/m)(4/
√
π)σ0tage and put a prior on R0 that is larger than unity [155, 161]. Since

the density falls with increasing radius, we are guaranteed to get a solution for r1. For

the present study we have adopted the following priors on the five parameters that are

varied to find the SIDM solutions: 5 < R0 < 500, 400 < σ0 < 1400, 0.01 < σ/m < 1.0,

1011M� < MBCG < 1013M�, 0.3 < s < 1. With the exception of the lower limit of σ/m, our

prior boundaries do not impact the inferred posteriors.

The second issue is that for a given r1 and ρiso(r), it may not be possible to find a matching

NFW profile (see also, Robertson et al. [161]). The procedure to find the matching NFW

profile proceeds by first matching γM(r) = M(r)/(4πr3ρ(r)) where M(r) is the dark matter

halo mass enclosed within radius r. Since for the NFW profile γM(r) is only a function of

r/rs, we get r1/rs and therefore rs. Then we can match the isothermal and NFWM(r) at r1

to infer ρs. However, the first step can fail if γM(r1) < 0.5 for the isothermal profile, because

γM(r) ≥ 0.5 for the NFW profile. However, these cases are rare and they are not physically

interesting, as it requires a core unlike that seen in simulations with ρ(r1) ' ρ0. With these

checks in place, it is possible to find unique NFW matches for all ρiso(r) profiles generated

by the likelihood sampler. Once we have the full density profile, then we can compute the

2D density profiles to compare to the data.

Before we discuss the results from the SIDM halo matching process discussed above, it is

worth noting this analytic model (described in Kaplinghat et al. [80]) has been remarkably

successful in capturing the density profiles in simulations from dwarf galaxies to clusters of

galaxies [80, 158, 179, 162, 155, 161]. The study in Sokolenko et al. [179] specifically focused

on clusters and investigated different ways of matching the isothermal and NFW solutions.

They found that the model of Kaplinghat et al. [80] can reproduce the core density of the

halos, as shown in the left panel of Figure 22 of their paper. The inferred core is recovered
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at the 10-20% level for cross sections below 1 cm2/g , which are relevant for our study.

Remarkably, the analytic model provides an unbiased description over almost two orders of

magnitude in cross section from 0.1 to 10 cm2/g . There seems to be a bias creeping in at

σ/m = 0.1 cm2/g ; if this trend continues to lower cross sections, this would imply that our

inferred cross sections are biased somewhat high.

The right panel of the same figure from Sokolenko et al. [179] shows that the kinetic energy

inferred from the central dispersion is systematically lower than the average kinetic energy

within r1. This bias is important for us since we need both the cross section and the average

relative velocity of DM particles to extract constraints on SIDM models. The results from

Sokolenko et al. [179] indicate that the average relative velocity can be biased low by about

20% if it is inferred from the central dispersion σ0 using the halo profile in Eq. 3.6. While

this seems like a small effect, it can be an important systematic if we are constraining a

cross section model with a sharp velocity dependence. Since most models predict cross

sections that fall with increasing relative velocity at these high velocities, a conservative way

of constraining SIDM models is to use the largest possible average relative velocity for each

cluster. We can estimate this maximum average relative velocity as 1.4vmax using the fact

that the maximum RMS velocity of DM particles is very close to vmax [163]. We provide

both σ0 and Vmax posteriors for the clusters.

3.6.1.1 The Importance of the Characteristic Radius r1

The impacts of DM self-interaction on galaxy cluster properties was examined in Robertson

et al. [160] using the Bahamas simulations. In reviewing the SIDM halo-matching model,

those authors conclude “we find the model to provide a good description of simulated SIDM

density profiles, and (importantly) find that the isothermal Jeans model can be used to

infer the cross-section from a simulated halo‘s density profile...." In the upper right panel

of Figure 2 from that work, they show that the median density of the simulated cluster of
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Figure 3.8: Comparison of the characteristic radii r1 to the BCG radii and the radii of the
innermost strong lensing data points. The dotted lines indicate 1:1 equality. Note that
r1 > rBCG and r1 > rinner in all cases except A611, which allows a solution mode with low
cross section and an r1 value extending down to ∼ 25 kpc at the 1σ level.

mass ∼ 1015M� at a radius of 10 kpc is approximately 70% higher in CDM as compared to

SIDM with σ/m of 0.1 cm2/g . The divergence in the median densities persists out to radii

& 40 kpc. The scatter about the mean in the inner parts is not random – it is mostly driven

by the scatter in the outer profiles due to the concentration–mass relation and the impact of

the baryons on the inner profile. Both of these effects are captured by the isothermal halo

profile used in Robertson et al. [160] and our work.

The model parameter r1 indicates the matching point between the isothermal and NFW

halo profiles. If r1 occurs well outside the BCG, then we can be reasonably confident that

adiabatic contraction does not impact the outer NFW profile significantly. If the value of

r1 is within the range of strong lensing data, then we can be reasonably confident that the

isothermal profile is being constrained by the data. Figure 3.8 shows r1 for the cluster sample

in relation to the BCG radius (left panel) and the innermost strong lensing data point (right

panel). The r1 radii are larger than both, with the exception of A611 cluster. A611 has a bi-

modal solution that extends down to low cross sections and values of r1 that are comparable

to those of the BCG radius and innermost data points.
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Writing equation 3.5 in terms of the density at r1, we see that ρ(r1) = 1/(<σv>
m

tage).

Since tage varies only modestly over our data set, constraints on ρ(r1) are the drivers of the

constraints on cross section. For example, taking a cluster at redshift 0.3, < v >=1500 km/s,

and σ/m ≥0.1 cm2/g , we arrive at ρ(r1) ≤ 3.12× 106M� kpc−3. Halos that are more dense

than this at their characteristic radius would disfavor SIDM cross sections at or above 0.1

cm2/g . Note that in Robertson et al. [160], Figure 2, the densities of simulated CDM and

SIDM halos (with SIDM cross section of 0.1 cm2/g ) do indeed begin to depart from one

another at approximately the density calculated here.

3.6.2 SIDM Halo Matching Inference Results

We employ an MCMC fitting code to implement the second stage of our analysis, using as

input the strong lensing posterior for the DM surface density profile for each cluster. By

using the entire surface density profile, the model can appropriately match the halo density

profile, and accommodate multiple possible modes in the strong lensing solution set. We used

the Dynesty sampler [180, 72] to generate the MCMC posterior chain for this stage. The

key posterior parameters are: cross section, r1 (the characteristic radius), average particle

speed, and BCG mass, as noted in Figure 3.1. From this we infer the central density (ρ0)

and the matched NFW halo parameters (Mvir and cvir). We fit cross sections at constant

velocity, noting that the median maximum circular velocities (a rough proxy for relative

particle speed) for the clusters in the sample are in the range of 1,000 km/s to 1,800 km/s,

with most around 1,200 km/s.

As shown schematically in Figure 3.1, surface density posteriors at radii ranging from 2

kpc to 200 kpc are generated by the strong lensing model and were first decomposed into

principal components using the Principal Component Analysis (PCA) in the Scikit-Learn

software package [140], which typically yielded 3 or 4 components for any given cluster. We
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found that supplying 10 logarithmically spaced radial data points ranging from 10 kpc to 200

kpc enabled good surface density profile reproduction for most clusters, but three clusters

(A383, A2261 and MS2137) required that an additional 5 bins extend farther inward, to 2

kpc, to ensure that the model made a good match to the shape of the surface density profile

inferred from strong lensing.

A Gaussian Mixture Model (GMM) was used to model the likelihood using the principal

components of the surface density profiles. We calculated the Bayesian Information Criteria

(BIC) for each cluster while varying the number of GMM components, and found that having

more than four components in the GMM did not improve the BIC significantly. We therefore

used four components in the GMM.

In addition to the surface density profiles, the SIDM model also requires the parameters of

the BCG density profile as described above. We use the BCG scale radius as measured from

photometry for this purpose. However, we do not use the BCG mass posterior from strong

lensing. By varying the BCG mass independently, we are able to explore the degeneracy

between the BCG mass and cross section; see Figure 3.12 for a comparison of the BCG mass

inferred from the SIDM and cNFW fits, and the associated discussion in Section 3.6.2. Infer-

ence of the BCG mass is sometimes multimodal, with larger BCG masses being associated

with larger cross sections (lower DM core densities). Posterior distributions for the SIDM

halo model are shown in the supplemental online material.

The surface density models produced by the SIDM halo matching model reproduced the

data to within 0.1 dex or better. Plots of the matches for each cluster are shown in the

Appendix in Figure B.4. Note that the model relies on surface density profile rather than

direct inferences of parameters such as BCG mass, halo mass, concentration, etc. This allows

multimodal solutions in those parameters to be accurately incorporated into the model.

Figure 3.11 plots the inferred r ρ(r) of the central DM halo versus radius for each cluster
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Figure 3.9: Posterior histograms for log10(σ/m). The simulated clusters are shown as dashed
lines.

Table 3.4: SIDM parameter posterior summary. The columns are: (1) cluster name, (2)
log10 cross section per unit mass, median and 68% C.L., (3) log10 cross section per unit
mass, mean ± standard deviation, (4) characteristic radius, (5) central density, (6) central
velocity dispersion, (7) halo maximum circular velocity, (8) BCG mass, (9) halo virial mass,
and (10) concentration. The indicated ranges are the 68% confidence intervals.

log10

(
σ/m

cm2g−1

)
log10

(
σ/m

cm2g−1

)
r1 ρ0 σ0 vmax mBCG mvir cvir

Cluster Name (median) (mean) (kpc) (106M� kpc−3) (km s−1) (km s−1) (1012M� ) (1014M� )

A611 −1.00+0.27
−0.47 −1.06± 0.35 94.5+15.4

−64.8 165.1+97.8
−60.5 649+138

−168 1205+206
−169 2.32+0.90

−1.72 5.05+2.97
−1.79 5.86+1.22

−1.11

A2537 −1.18+0.30
−0.40 −1.21± 0.33 83.6+18.3

−56.3 205.4+58.5
−108.1 629+151

−179 1235+209
−150 1.88+0.62

−1.57 5.35+2.65
−1.65 6.20+0.94

−0.82

RXCJ2248 −0.83+0.18
−0.21 −0.83± 0.18 117.3+16.9

−13.1 17.5+7.2
−5.2 706+121

−92 1554+277
−194 0.67+0.72

−0.28 12.24+6.94
−3.78 3.78+0.60

−0.45

MS2137 −1.47+0.20
−0.23 −1.48± 0.21 32.8+4.6

−2.5 256.6+46.3
−43.9 560+70

−55 1085+205
−136 1.04+0.18

−0.16 3.25+1.74
−1.04 7.46+1.34

−1.14

MACS1720 −1.35+0.18
−0.19 −1.35± 0.18 47.2+17.6

−6.2 453.7+930.9
−337.4 628+99

−87 1072+159
−129 0.78+0.66

−0.56 2.41+1.03
−0.68 10.10+1.08

−1.15

A383 −1.14+0.18
−0.22 −1.15± 0.19 61.0+9.3

−3.1 142.6+32.8
−33.0 606+89

−63 1146+215
−152 1.33+0.20

−0.18 4.56+2.60
−1.54 6.47+1.21

−1.05

MACS2129 −0.56+0.20
−0.24 −0.57± 0.20 153.0+12.7

−11.1 54.0+11.9
−9.5 741+117

−84 1349+245
−177 1.90+0.30

−0.28 6.63+3.81
−2.14 3.71+0.60

−0.47

A2261 −1.07+0.19
−0.24 −1.09± 0.20 89.6+7.4

−5.4 52.2+8.3
−7.0 696+117

−77 1253+242
−159 1.20+0.19

−0.13 5.27+3.00
−1.59 7.59+1.15

−0.99

Sim. Cluster 2 −1.49+0.22
−0.20 −1.48± 0.21 35.3+6.9

−10.7 1414.5+2223.6
−910.6 509+78

−62 1115+156
−143 0.16+0.07

−0.04 3.28+1.39
−0.99 8.24+1.22

−1.10

Sim. Cluster 3 −1.46+0.20
−0.17 −1.45± 0.19 37.3+10.1

−7.6 222.9+787.1
−123.1 549+138

−90 1124+153
−162 0.35+0.77

−0.20 3.37+1.37
−1.11 8.17+1.19

−1.11
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Figure 3.10: Posteriors for relative velocity Vrel = 4σ0/
√
π (horizontal axes, in km/s) versus

SIDM cross section (vertical axes, in cm2/g) from the SIDM halo matching model. The
smaller boxes are for the clusters individually, and the larger box at the bottom is the
composite of all 10 clusters. The 2σ regions are shaded, and the 1σ regions are shown in a
darker shade.
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Figure 3.11: Posteriors from the SIDM model for r ρ(r) (vertical axes, in M� kpc−2) versus
radius (horizontal axes, in kpc). The median posterior and 2σ band are shown in orange.
The dashed blue line shows the median concentration-mass relation found from Diemer and
Joyce [45] using the redshift and the average virial mass of the specific cluster. For the
simulated clusters, the actual r ρ(r) is shown, but note that this includes subhalo density
and is not exactly comparable to the other lines.
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(orange line and bands), and allows comparison to several other curves. We plot r ρ(r) rather

than density to allow better data visualization. The dashed blue line represents the median

concentration-mass relation from Diemer and Joyce [45], accounting for the redshift and

using the median virial mass of each specific cluster. Sim. clusters 2 and 3 are somewhat

more dense than that of the median concentration-mass relation of Diemer and Joyce [45].

The cyan dashed line shows the actual r ρ(r) for the simulated clusters, but note that this

data includes subhalo DM, and so is not exacly comparable to the other lines, especially in

the outer parts of the halo. Our results show notable cores (i.e., a positive slope to the r ρ(r)

curve in the inner radii) in clusters RXCJ2248, MACS2129, and A2261.

Histograms for the inferred SIDM cross section per unit mass for each cluster are shown in

Figure 3.9, and the tabulated results are summarized in Table 3.4. Cross sections for the

simulated clusters are inferred to be 0.037 ± 0.019 cm2/g and 0.039 ± 0.020 cm2/g for Sim.

Clusters 2 and 3, respectively, at the 68% confidence level.

The median inferred cross section for the observed clusters ranges from 0.04 cm2/g (MACS1720)

to 0.28 cm2/g (MACS2129). The inferred values show σ/m < 0.23 cm2/g (68% C.L.) for all

clusters except MACS2129, which shows σ/m < 0.44 cm2/g at the 68% C.L.

Our inferred cross sections per unit mass versus mean relative particle speed are shown in

Figure 3.10. We calculate the central relative velocity between particles as Vrel = 4σ0/
√
π,

assuming a Maxwellian velocity distribution. Using the same method as that described above

in Section 3.6.3 to account for systematic error in the sample, but in this case for Vrel rather

than cross section, we find the relative velocities in the sample are 1458+80
−81 km/s. However

we note that this could be biased low by up to 20%, as discussed in Section 3.6.1. There is

an anti-correlation between inferred cross section and Vrel, as can be seen in Figure 3.10 and

Table 3.4. Note that the trend when the results from all the clusters are put together is that

higher cross section inferences go with higher Vrel and higher σ0. This is likely because a

higher cross-section results in a larger interaction rate and, in turn, a larger r1 (characteristic
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Figure 3.12: Comparison of the BCG mass inferred (top panel) and cvir (bottom panel) from
strong lensing with that from the SIDM model. The error bars indicate the 68% confidence
interval. The diagonal lines represent equality.

Figure 3.13: Top: Concentration versus inferred cross section. The error bars indicate the
68% confidence interval. The square markers are the simulated clusters. Bottom: DM halo
surface density at a radius of 28 kpc versus inferred cross section.

radius) and greater average particle speed within r1.

The cross section posteriors for the observed clusters are shown in Fig. 3.9. It seems clear

by eye that there is some support for a common cross section around 0.1cm2/g. We will not

simply average the results, but allow for a systematic error in inferring the underlying cross

section in Section 3.6.3.
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The top panel of Figure 3.12 shows the BCG masses for each cluster inferred from strong

lensing compared to the inference results from the SIDM model. The correlation between the

the two models is good, with the notable exception of Sim. Cluster 2. We reran the SIDM

analysis for that cluster with a strong Gaussian prior on BCG mass: log (mBCG/M� ) =

12.54 ± 0.1 (i.e., the value inferred from the strong lensing analysis of that cluster). Our

results were robust under that test, showing a only very small increase in cross section.

The bottom panel of Figure 3.12 shows the concentration for each cluster inferred from

strong lensing compared to the inference results from the SIDM model. For the strong

lensing cNFW fits, we defined cvir = rs/rvir, which should be comparable to the NFW cvir

when the cNFW core radius rc � rs. The SIDM model allows for elongation along the LOS

by allowing the axis ratio s to vary, resulting in generally lower concentrations than that

inferred in the SL analysis. This in turn results in lower inferred central densities and higher

SIDM cross sections.

In Figure 3.13 we show the concentration inferred in the SIDM model for each cluster versus

the SIDM cross section in the top panel. There is a large scatter in the concentrations

from about 3 to 10, while the cross sections are scattered around 0.1 cm2/g. Note that

MACS2129 has a high median cross section and a low concentraion. This suggests that

carefully combining strong and weak lensing data with a tailored analysis such as what we

have done could be fruitful. The bottom panel shows DM halo surface density at 28 kpc

versus inferred SIDM cross section. The observed clusters are systematically higher in surface

density than the simulated clusters. Among the observed clusters there does not seem to

be a correlation between surface density at a particular radius and cross section, although

cluster MACS2129 does appear to have the highest inferred cross section while its surface

density is among the lowest in the group.

Besides having the highest inferred SIDM cross section, Cluster MACS2129 is unusual in

several regards. It has the highest redshift in our sample (0.589), and is the only cluster
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for which our lens model was unable to reproduce one of the data images. MACS2129 also

has the largest DM halo core inferred from strong lensing, at 54.8+23.0
−17.6 kpc, which is directly

relevant for setting the cross section. In addition, this cluster’s mass-to-light ratio is an

outlier, at ΥV = 10.49+1.89
−1.75, while the inference for the other 7 clusters is for 1 < ΥV < 4. As

discussed in Section 3.5, we investigated the impact of constraining ΥV to a value of 4 for

MACS2129, and it would indeed result in a smaller core size (a median of 39.4 kpc compared

to the original 54.8 kpc) but the fit of the model was significantly inferior to the original. A

smaller core would lead to a lower inferred SIDM cross section for that cluster. It is possible

that a better strong lensing model is required for MACS2129 but it is not clear what form

that would take.

We also compared the inferences for the virial mass of the DM halo, mvir, from the strong

lensing fits and the SIDM halo matching results. Our results quoted in Tables 3.3 and

3.4 show that the estimates are largely consistent with one another at the 10% level. The

exceptions include the two highest mass systems, RXCJ2248 and MACS2129, that had

virial masses inferred from the SIDM halo matching procedure that were about 30% higher

than those from the cNFW fit to the strong lensing data. There is a systematic trend for

the SIDM halo matching procedure to prefer slightly higher halo virial masses, but mostly

within individual error bars.

3.6.3 Constraints on the Cross Section

After having obtained posterior chains that include cross section per unit mass (sm = σ/m)

for the simulated and observed clusters, we turn to estimating the true underlying cross

section. One option is to average the cross sections obtained for the observed clusters.

However, this would not be appropriate without checking if the inferred cross sections are

statistically consistent with each other. Therefore, we estimate the average cross section
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from the sample by allowing for a systematic error.

This systematic error can also allow us to (partially) account for effects not included in our

analysis, including variations of the radial profile and shape away from our cored elliptical

NFW profile model, and variations of subhalo mass profile away from the scaling relations

used to model them. We also recall that the work of Sokolenko et al. [179] showed a spread

of about 10-20% in the inferred core sizes for small cross sections (σ/m < 1 cm2/g ). We

expect that this will translate into roughly constant error in log(σ/m). We also explored one

systematic effect related to the SIDM halo profile – the elongation of halos along the line of

sight by assuming an ellipsoidal halo profile that is oriented along the LOS. A more sophis-

ticated non-spherical SIDM halo profile may be able to bring the cross section inferences for

the different clusters into better agreement with each other.

For the observed clusters, we denote the means and standard deviations for the posteriors of

log10[(σ/m)/(cm2/g)] from the SIDM analysis as µi and εi, with i = 1, ..., 8. These are listed

in Table 3.4. We used log10(σ/m) because its posterior is more Gaussian for all the clusters

compared to the posteriors for σ/m. We then add a common systematic error εmodel in

quadrature to the inferred errors of all the clusters. The combined likelihood can be written

as,

L =
∏
i

N
(
µi|µtrue,

√
ε2i + ε2model

)
(3.9)

where N(x | mean, standard deviation) denotes the PDF of a normal distribution with

specified mean and standard deviation. This allows us to estimate the true underlying value

of log10[(σ/m)/(cm2/g)] denoted by µtrue simultaneously with εmodel. We adopt uniform

priors between -2 and 0 for µtrue (which means the true cross section is between 0.01 and 1

cm2/g ) and a uniform prior between 0 and 2 for εmodel.

We inferred µtrue = −1.086+0.125
−0.125, which implies that the average SIDM cross section (=
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10µtrue) is 0.082+0.027
−0.021 cm2/g (68% C.L.), and it is less than 0.13 cm2/g at the 95% confidence

level. We inferred a model (systematic) error (εmodel) of 0.27 dex. This common error is

larger than the individual errors from the fits in Table 3.4. Thus, we can approximate

each cluster as having an error of about 0.27 dex. Within this approximation, the error on

the mean is 0.27/
√

8 ' 0.1 dex, and hence the 2σ upper bound on σ/m should be close

to 0.082 × 100.2cm2/g = 0.13cm2/g, which it is. We repeated our analysis using means

and standard deviations for σ/m rather than log10(σ/m), and an analysis with a normal

distribution for σ/m truncated below zero— the results of the three methods were consistent

with one another.

In comparison, a constraint on SIDM σ/m of 0.10+0.03
−0.02 cm2/g for galaxy clusters was reported

in Kaplinghat et al. [80]. This was based on data from 6 clusters from Newman et al.

[133, 132], which employed strong lensing, weak lensing and stellar kinematic approaches to

determine the cluster profiles. In Sagunski et al. [165], they use a Jeans analysis technique

and find σ/m < 0.35 cm2/g (95% C.L.) for galaxy clusters. Cluster mergers can also put

constraints on SIDM cross section, as collisionless DM would not be slowed in a cluster

merger. In Randall et al. [150] they analyze the collision in the Bullet Cluster (galaxy

cluster 1E 0657-56) and find σ/m < 1.25 cm2/g at the 68% confidence level. In Robertson

et al. [158], they use simulations on the same cluster and find a more relaxed constraint of 2

cm2/g in their fiducial model. Harvey et al. [66] analyzed an ensemble of 72 clusters to find

σ/m < 0.47 cm2/g at the 95% confidence level, but see Wittman et al. [202]. Analyses of

other cluster collisions that put an upper constraint on SIDM cross section include σ/m < 4

cm2/g in MACS J0025.4-1222 [17], σ/m < 3 cm2/g in Abell 2744 [113] and σ/m < 7 cm2/g in

cluster DLSCL J0916.2+2951 [39]. Harvey et al. [68] found σ/m < 0.39 cm2/g at the 95%

confidence level based on BCG oscillations in otherwise relaxed galaxy clusters.

The limits we have obtained are very stringent, as the comparison above shows. Unlike

previous work, our dedicated SIDM analysis used the full radial surface density profile,
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allowing for stronger constraints. The fact that we selected clusters with masses close to

1015M� and with images over a wide range of radii also likely played a part in this. We can

test this hypothesis with more heterogeneous cluster data sets in the future. One may worry

that our reliance on the analytic model down to such low cross sections is leading to overly

stringent constraints. As we discussed previously, the model has only been validated for

cross sections of 0.1 cm2/g and higher by Sokolenko et al. [179]. However, the cNFW fits to

the strong lensing data recovered uniformly high surface densities at 30 kpc for the clusters,

close to or larger than that of the simulated clusters. These high surface densities directly

lead to the strong constraints on the cross section. A related issue is that the analytic model

may not be capturing the effects of BCG stellar distribution on the SIDM density profile

well enough at low cross sections because the inner halo is not close to isothermal. However,

it is not clear why there would be a bias to lower cross sections in this case. Note that the

inferred r1, despite the small cross sections, is in the range of 30 to 140 kpc, where the cluster

is dark matter dominated. This is again related to the high dark matter densities required

to model the strong lensing images. It is also useful to keep in mind that the impact of the

baryons on the SIDM density profile of these ∼ 1015M� clusters is much smaller than lower

mass clusters (which would have almost similar stellar masses). Nevertheless, we cannot rule

out that systematic errors of order 0.1 cm2/g are introduced by the method, and this needs

to be investigated using simulations.

3.7 Conclusions

With the aim of constraining the self-interaction cross section of DM particles, we have

constructed strong lensing models of 8 observed clusters (see Figure 3.2). We included DM

subhalos for the perturbing galaxies to more accurately model the perturber mass distri-

bution. The inferred surface density from strong lensing for the main halo was fit with a

107



SIDM profile to infer the self-interaction cross section. For the SIDM profile, we used a

well-tested analytic model, in which the outer region follows a NFW profile and the inner

region is isothermal due to DM self-interactions, with the transition radius being set by the

self-interaction cross section. We allowed the SIDM halo profile to be elongated along the

line-of-sight with a cosmological prior to regulate axis ratios larger than 2. We used the pos-

teriors for the cross sections inferred from all the clusters to infer the true underlying SIDM

cross section, allowing for a common systematic error due to mismodeling. We have tested

our inference pipeline on two mock data sets obtained from the Illustris-TNG simulation.

Our key findings are summarized below.

Using strong lensing alone we were able to reproduce the image positions in our cluster sample

with RMS image position errors ranging from 0.′′32 to 1.′′07. Our methodology includes

separate lens model components for the member galaxy’s baryonic and DM components,

allowing for more flexible characterization of each galaxy’s matter distribution. The models

reproduced all data images, with the exception of one image in the outlier MACS2129.

We find that the strong lensing inference for concentration was biased high for the two

simulated relaxed clusters (see Table 3.1) compared to the cosmological expectation for

spherically-averaged halos. For the observed clusters we find a median concentration of 7.0

from strong lensing, which is also higher than would be expected from the concentration-

mass relation, and higher than that found in X-ray observations of CLASH clusters. As

discussed in Appendix B.3, this may be expected in situations where the line of sight is

preferentially oriented along the major axis of halos, which boosts strong lensing probability.

In the common case of prolate halos with their major axis oriented along the line of sight,

halo concentration can be biased by up to ∼ 60%. Previous works [e.g., 133] have also noted

that observed concentrations for a sample of clusters similar to ours are indeed higher than

what is predicted from mass-concentration relations in CDM simulations. In our SIDM halo

model, we allow the halos to be elongated along the line of sight, which reduces the inferred
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concentrations when fitting the SIDM halo model to the inferred surface density profiles.

We found that the BCGs centers in our models are either coincident with the DM halo centers

or offset by few to 10 kpc (Figure 3.5). The median offset is about 4 kpc, as measured in the

plane of the sky, which would correspond to approximately 5 kpc in 3D distance assuming

isotropy. Harvey et al. [68] used simulations to conclude that the distribution of offsets from

an ensemble of clusters would exhibit a median value of 3.8±0.7 kpc for a CDM scenario (i.e.,

σ/m = 0), and 8.6±0.7 kpc in a scenario where σ/m = 1 cm2/g . Comparing to Harvey et al.

[68], the median value we obtained is consistent with σ/m� 1 cm2/g . However we also note

that Harvey et al. [67] found that MCMC lensing code inferences of offset are susceptible

to substantially understating the error in position offset, thus tempering the ability to make

strong inferences from the offsets.

Using the SIDM halo model, the cross section per unit mass for all observed clusters had

median values in the range of 0.034 cm2/g to 0.15 cm2/g (Figure 3.9 and Table 3.4), with the

exception of outlier MACS2129 at 0.28 cm2/g . We combined these individual measurements

allowing for an unknown common modeling error, and inferred an SIDM cross section of

0.082+0.027
−0.021 cm2/g (68% C.L.), with an upper limit of 0.13 cm2/g at the 95% C.L. (see Sec-

tions 3.6.3). We infer a systematic (modeling) error of 0.27 dex. In comparison, a constraint

on SIDM σ/m of 0.10+0.03
−0.02 cm2/g for galaxy clusters was reported in Kaplinghat et al. [80]

using a simpler analysis, and Sagunski et al. [165] found σ/m < 0.35 cm2/g (95% C.L.) for

galaxy clusters using Jeans analysis. The mean relative velocity of dark matter particles for

the eight clusters we have analyzed is 1458+80
−81 km/s. Since relative particle speeds are much

lower in galaxies, the cross sections for dark matter interactions can be larger in galaxies, as

many concrete particle physics models predict [187].
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Chapter 4

Core Densities of Classical Milky Way

Dwarf Galaxies: a Distribution Function

Approach

4.1 Introduction

The prevailing theory of the evolution of the universe, ΛCDM, is quite successful in predicting

the large scale structure we observe. However, at scales below ∼ 1 Mpc, discrepancies

between prediction and observation begin to emerge [21]. At that scale, we observe galaxies

whose central dark matter (“DM") density profiles are shallower (or less “cuspy") than that

predicted by ΛCDM. We also see fewer dwarf galaxies than we would expect, unless an

abnormal fraction of the DM subhalos have no visible baryonic component. Further, the

mass function of the satellites that we do observe is much lower than the prediction of

ΛCDM. These puzzles are known as the "cusp/core" [120, 58, 82], "missing satellite" [83, 87]

and "too big to fail" [15, 81] problems, respectively. Dwarf galaxy satellites of the Milky Way
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("MW") can be helpful in resolving these small-scale problems. They are typically dominated

by DM, making the analysis easier, and they are close enough to permit observation of some

elements of the trajectories of individual stars. These trajectories can be used to characterize

the distribution of the non-visible DM halo that hosts them.

While ΛCDM predicts a cuspy "NFW" profile, with ρ ∝ r−1, in the inner region [125],

observations of nearby dwarf galaxies have been inconclusive with regard to the shape of

their inner DM profile. The data have largely been shown to be consistent with either

cusped or cored DM profiles.

Wheeler et al. [201] found strong evidence that most MW dwarf spheroidal galaxies ("dSphs")

are dispersion supported rather than rotationally supported. The spherically symmetric

Jeans equation [10] has been used extensively to study dispersion supported systems such

as these. Unfortunately, it suffers from a well-known degeneracy between mass and velocity

anisotropy. There have been many efforts to overcome this [10, 101, 43, 157]. Read et al.

[152] used a Jeans equation solver and fourth-order velocity moments to examine the inner

densities of MW classical dwarf galaxies. Kaplinghat et al. [81] used Jeans analysis coupled

with fourth-order velocity moments to predict the inner densities of bright MW dSphs.

Walker and Penarrubia [198] used distinct chemodynamic populations in Fornax and Sculptor

to constrain the inner slope of the DM profile, and Pace et al. [138] did the same for the

Ursa Minor dwarf spheroidal. Read et al. [153] used N-body simulations to study core

formation in dwarf galaxies, concluding that supernova feedback causes cores to form if

star formation proceeds long enough. Schwarzchild [175] described a numerical modeling

approach for triaxial stellar systems, which allow flexible configurations and do not require

assumptions about orbital anisotropy. These models have been used by others to model MW

dSphs [18, 91, 75, 76, as examples].

An alternative approach is to use a phase space distribution function (“DF") in six dimen-

sions as a tool for characterizing the orbits of the stars in their DM potential. This approach
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allows for flexible forms for the stellar distribution, and can also allow consideration of ve-

locity moments above second order, potentially mitigate the mass-anisotropy degeneracy.

As examples, Wu and Tremaine [204] used distribution functions to derive the mass dis-

tribution of Messier 87 using its globular clusters as tracers. Strigari et al. [184] used an

approximate DF model to examine the DM profile Sculptor dwarf galaxy. In that work, they

did not consider higher-order velocity moments but did consider two different chemodynamic

populations.

We use a DF approach in this work to determine the inner DM characteristics of dSphs.

First, we examine 24 data sets of various configurations from the Gaia Challenge project

[154]. We use those data sets to validate our modeling method. We then examine the

bright dSphs of the MW: Draco, Fornax, Sculptor, Carina, Sextans, Leo I, Leo II, Ursa

Minor and Canes Venatici I. Our aim is to constrain the DM characteristics in the inner

regions. We intend to follow this study with an enhanced model that considers two distinct

chemodynamic populations for the observed targets where justified by metallicity data. We

we believe this may allow tighter constraints on the resulting inferences.

4.2 Distribution Function Models

In this section we describe our approach in modeling the dwarf galaxy stellar and DM

distributions. It is possible to describe the position and velocity of stars (or other objects)

in a galaxy using a phase space distribution function in six dimensions, three for position

and three for velocity. Our intent is to use DFs to analyze dSphs of the MW, using the stars

as tracers to determine the DM distribution.

We define a Cartesian coordinate system, centered on the galaxy center, with the z-axis

along the line of sight to the galaxy. The projected radius of a star as seen from the observer
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is then R =
√
x2 + y2. An individual star will have have a position coordinate x, given by

coordinates (x, y, z). The star will have a velocity vector v, with components (vx, vy, vz).

We define η as the angle between the position and velocity vectors.

We can define the distribution function f such that f(x, v, t)d3x d3v is the probability of

finding a star in the infinitesimal volume element d3x d3v. For our purposes we will assume

that the DF is constant in time, and becomes f(x, v)d3x d3v. We require that the DF is

normalized to unity probability over all phase space, i.e.,

∫
f(x, v)d3x d3v = 1. (4.1)

Motions of particles like stars in a stationary potential can be determined by the collisionless

Boltzman equation. The Strong Jeans Theorem then tells us that solutions to the collisionless

Boltzman equation depend only upon three integrals of motion, which may be taken to be

the actions H, L and Lz [10].

We consider a potential Φ(r) that is spherically symmetric. In that case, the DF will depend

on the energy E and the angular momentum L. The energy of a star per unit mass is

E(r, v) = Φ(r) + 1
2
v2, and the angular momentum per unit mass is L(r, v) = rv sin(η).

Several useful quantities can be derived from the DF, including the density profile, the

radial velocity dispersion profile and the tangential velocity dispersion profile [10, 184]:

ν(r) =

∫
d3v f(x, v) = 2π

∫ π

0

dη sinη

∫ vlim

0

dv v2 f(E,L) (4.2)

σ2
r(r) =

2π

ν

∫ π

0

dη sinη cos2η

∫ vlim

0

dv f(E,L)v4 (4.3)
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σ2
t (r) =

π

ν

∫ π

0

dη sin3η

∫ vlim

0

dvf(E,L)v4 (4.4)

We define ν(r) as the probability per unit volume of finding a star at radius r. The number

density of stars at radius r is then

n(r) = w ν(r) (4.5)

where w is the total number of stars in the population. We define the velocity above which

stars become unbound as vlim =
√

2(Φlim − Φ(r)), where φ and Φlim are defined in Sec-

tion 4.2.1. The total velocity dispersion can be found by combining the radial and tangential

components:

σ2
tot(r) = σ2

r(r) + 2σ2
t (r). (4.6)

The projected stellar density Σ∗ at a radius R can be found by integrating over the line of

sight (LOS):

Σ∗(R) = 2

∫ ∞
0

dz n(r), (4.7)

where r = z2 +R2. The LOS velocity dispersion can be found from

Σ∗(R) σ2
LOS(R) = 2

∫ ∞
0

dz n(r)
z2σ2

r +R2σ2
t

z2 +R2

= 2πw

∫ π

0

dη sin η

∫ vlim

0

dvv4

∗
∫ ∞

0

dz
(2z2 cos2 η +R2 sin2 η)

z2 +R2
f(E,L)

(4.8)
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Higher order moments of velocity can also be predicted by this method. We will use a

virial shape parameter ("vsp") that is the fourth moment of velocity in our analysis. For

our purposes we opt to compute the global vsp rather than one that varies with radius,

which helps to minimize noise in the calculation. The derivation of the vsp is presented in

Appendix C.1.

4.2.1 DM Potentials

We assume that the mass of the stars are negligible in comparison to that of the dark

matter, and so the stars are tracers of the dark matter potential but do not influence it.

We will consider three potential/density profiles: “NFW", “cored" and “cNFW". The NFW

and cored profiles can be completely described by two parameters, while the cNFW profile

has one additional parameter, the core parameter “c". The cNFW profile core parameter

c ≡ rc/rs, where log10[rc/kpc] is the parameter used in the model (which we distinguish from

the core radius rcore, defined below). We also use the scale radius rs and scale velocity vs as

specifying parameters for all three profiles. The scale density ρs and the scale potential Φs are

determined via the relation Φs = v2
s = 4πGr2

sρs, where G represents Newton’s gravitational

constant.

Let x ≡ r/rs. The NFW profile density and potential pair is

ρ(r) =
ρs

x(x+ 1)2
, and (4.9)

Φ(r) = Φs

(
1− log(x+ 1)

x

)
(4.10)

Note that Φ has been defined so that it is non-negative everywhere, with a value of zero at
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r = 0, and goes to Φs as r →∞.

Define the peak circular velocity in a potential as Vmax, and the radius at which the peak

occurs as rmax. For the NFW profile, it can be shown that rmax = 2.163 rs, and Vmax =

0.465 vs.

The "cored" profile is a generalized Hernquist profile [71, 208] of the form

ρ(r) =
ρs

(x+ 1)3
, and (4.11)

Φ(r) = Φs
x (x+ 2)− 2 (x+ 1) log (x+ 1)

2x (x+ 1)

The potential in the cored case has a zero value at r = 0, and goes to 1
2
Φs as r → ∞. For

the cored case, rmax = 4.4247 rs, and Vmax = 0.3502 vs.

The cNFW profile is

ρ =
ρs

(x+ c) (x+ 1)2 . (4.12)

The potential is

Φ(r) =
Φs

(c− 1)2

(
x (c− 1)

(x+ 1)
+ (1− 2c) log(x+ 1) + c2 log

(
c+ x

c

))

This profile reduces to the canonical NFW form for c → 0, and reduces to the cored form

when c→ 1. The relation for conversion between rs and rmax (and similarly between vs and

Vmax) become nonlinear but can be solved numerically.

For all profiles, wee define the core radius rcore as the radius at which the DM density

falls to one-half of its central value. For the NFW and cored profiles, rcore is 0 and 0.26
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rs, respectively. For the cNFW profile, the core radius is a nonlinear function of c and is

computed numerically. We define Φ∞ as the value of the potential as r →∞.

4.2.2 Stellar DF Form

We take the form of the stellar distribution function to be the product of an energy function

and an angular momentum function, which are

h(E) =


Ea(Eq

c + Eq)d/q(Φlim − E)e, E < Φlim

0, E ≥ Φlim

(4.13)

g(L) =

(
1

2

(( L
Lβ

) bin
α +

( L
Lβ

) bout
α

))α

, (4.14)

with α nonnegative for bin <= bout, and α negative for bin > bout. The total DF is their

normalized product:

f(E,L) = nf h(E) g(L),

and so the total phase space density distribution of w stars is

w f(E,L) = w nf h(E) g(L),

In these equations, nf is a normalizing factor that ensures the DF integrates to unity over

all phase space, i.e.,

nf = 1/

∫
f(x, v)d3x d3v

.
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These equations are similar to those in [184], except we have inserted a factor of 1
2
in the

angular momentum function to ensure that the function transitions smoothly as α changes

sign, which improves the behavior of MCMC computations. The parameter Φlim is a limiting

potential beyond which no stars exist, analogous to a tidal cutoff potential, and we define rlim

as the radius at which this cutoff occurs for a particle with zero velocity. The e parameter

controls the shape of the tidal cutoff. The parameters a and d control the log-slope of the

energy response. Ec is a cutoff energy, below which the log-slope is approximately a, and

above which the log-slope is approximately a+ d. We restrict d such that d < 0.

The parameter Lβ characterizes the angular momentum scale, and the parameters bin and

bout control the inner and outer log-slopes of the angular momentum function, respectively.

At angular momenta above Lβ, the log-slope is approximately bout, and below Lβ the slope

is approximately bin. As a result, the parameters bin and bout determine the anisotropy of

the system. The anisotropy parameter β is given by

β(r) = 1− σ2
t (r)/σ

2
r(r). (4.15)

If bout ≈ 0, then β ≈ −1
2
b0 for L� Lβ. Similarly, if bin ≈ 0, β ≈ −1

2
b1 for L� Lβ.

4.2.3 Approximate Likelihood Function

The full likelihood function that considers the positions and velocity of all stars is discussed

in Appendix C.3. A significant problem with the full likelihood function is its intensive

computation requirement. For each star, we are required to perform a multi-dimensional

integration of our DF. For data sets with hundreds or even thousands of stars, the time to

compute the normalized likelihood can be too long to make MCMC analysis appealing, even

with supercomputers. To make the model faster to calculate, we employ an approximation

method as described below.
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Using the equations described in Section 4.2 and Appendix C.1, the DF can be used to make

predictions of the radial profiles of surface density and velocity dispersion, and a prediction

of the global vsp. We can compare these predictions to observed values from photometry (in

the case of surface brightness) or from spectroscopy (in the cases of velocity dispersion and

vsp). The surface density and dispersion observations use binned data, with bins at 8 to 25

radial locations, typically. The χ2 for each characteristic is calculated by comparison of the

predicted points with the observed values, relative to the uncertainty in the observation:

χ2 =
(data− prediction)2

uncertainty2 . (4.16)

The χ2 components for each of the three predictions become terms in the model likelihood

as described below. The total χ2 is then

χ2
tot = χ2

SD + χ2
disp + χ2

vsp, (4.17)

where the subscripts refer to surface density, dispersion and virial shape parameter, respec-

tively. We form the log likelihood according to logL = −χ2
tot/2. We use a Monte Carlo-based

model to derive parameter posteriors. The model employs sampling via the Emcee sampler

[59]. Table 4.1 shows the upper and lower parameter limits for the model.

4.2.4 Derived Parameters

Once the parameters specifying the DM potential and the DF are inferred we can calculate

distributions of surface density and velocity dispersion at a range of radii, and we can derive

other parameters of interest such as the half-light radius r1/2, the anisotropy paramter β,

the density at 150 pc ρ150 and the halo mass M200.

Since the DF model makes a smooth prediction for surface density, calculation of the half-
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Table 4.1: Parameter limits in the MCMC model. Units are kpc for rs and rc, and km/s for
vs. The units for w are the number of stars in the population. The other parameters are
dimensionless. The parameters Ẽc and Φ̃lim are made dimensionless by dividing by Φ∞ for
the distribution being used, and L̃β is made dimensionless by dividing by rs

√
Φ∞.

log10(rs/kpc) log10(vs/[kms/s]) log10(rc/kpc) a q Ẽc d Φ̃lim e L̃β bin bout α log10(w/stars)

lower limit -2.5 0 -2 -4 0.1 0.01 -12 0.01 0.1 0.01 -10 -10 0.1 1
upper limit 1 2.5 1 5 25 1 0 1 10 1 10 10 10 7

light radius r1/2 is relatively straightforward. The 2D half light radius R1/2 satisfies the

equation

∫ R1/2

0
Σ∗(R)RdR∫ Rmax

0
Σ∗(R)RdR

=
1

2
, (4.18)

where Rmax is the radius of the outermost surface density data point. We verified that

using Rmax rather than an infinite limit did not have a significant effect on the result. This

equation can be solved numerically using spline interpolation and iteration for each point in

the posterior chain. We then multiply the result by 1.33 to derive the 3D half-light radius.

[203] found that the ratio of 1.33 is valid for a variety of stellar profile shapes, and we

confirmed this to be a very good approximation for our own mock data sets. We also verified

that for the mock data sets, the value obtained by this method was very close to the median

radius of the stars in the data set. We use the photometry integration method to calculate the

half-light radius posteriors directly from the density predicted by the distribution function

(see Equation 4.2). We also calculate M(< r1/2), the mass enclosed within the half-light

radius.

4.3 Mock Data Modeling

Testing the model with mock data allows us to validate our approach and provides an

indication of what we can reliably infer from the model. We use mock data from the Gaia

Challenge spherical data sets [154].
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4.3.1 Mock Data Characteristics

The stellar density profile in the mock data is given by a generalized Hernquist profile

[71, 208]:

ν∗(r) = ν0

( r
r∗

)−γ∗(
1 +

( r
r∗

)2
) (γ∗−5)

2

(4.19)

The parameter γ∗ is set to 0.1 for the cored stellar profile and 1.0 for the cuspy stellar

profile. The parameter r∗ determines how embedded the star population is placed in the

DM potential, and was varied among three values: 0.1 kpc, 0.5 kpc and 1.0 kpc.

The DM potential in the mock data is either "cored" or "NFW", as described in Section 4.2.1.

The DM central density ρ0 is also determined by this choice, with ρ0 = 400× 106M�kpc
−3

for the cored case and ρ0 = 64× 106M�kpc
−3 for the NFW case. All of the mock data sets

have scale radius rs = 1 kpc. The scale velocity vs is 147.1 km/s in the cored case and 58.8

km/s in the NFW case.

The stellar velocity anisotropy profile is also varied among two cases. The anisotropy pa-

rameter β is defined as β(r) = 1 − σtan(r)/σrad(r), where σtan and σrad are the tangential

and radial velocity dispersion components, respectively. β is varied according to an Osipkov-

Merrit form [10]: β(r) = r2/(r2 + r2
a), where ra is the anisotropy radius. The parameter ra

takes the values of either 1 kpc or 10,000 kpc. A value of 1 kpc creates a profile in which β

rises from 0 in the center to 1 in the outer parts, reaching 0.5 at a radius of 1 kpc. A value

of ra = 10, 000 kpc creates an essentially isotropic profile with β = 0 everywhere. The mock

data sets therefore have 2 · 3 · 2 · 2 = 24 possible unique configurations.

The Gaia Challenge data sets provide good model validation cases for our model, since
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certain key parameters are known: rs, vs and w. The data sets contain multiple populations.

We selected stars from only one population in each set, and did not include non-member

foreground stars. The stars were binned into bins with equal number of stars. We found that

the data sets typically had a small fraction of stars with very large orbital radii, which made

the outer bins very wide and presented computational challenges. To address this, we opted

to exclude the outermost stars from the data sets. Stars farther than 5 half-light radii from

the center were excluded. Less than 10% of the stars from any data set were excluded in this

fashion, typically about 5%. To simulate measurement error in the line-of-sight velocities,

Gaussian error was added with a standard deviation of 2 km/s. The data set characteristics

are summarized in Appendix Table C.1.

4.3.2 Mock Data Modeling Results

The approximate DF model was applied to the 24 mock data sets, the results of which are

presented below. Since we wish to simulate that we do not have a priori knowledge of the

DM profile, we used the cNFW profile in the model, in which the core size is a varying

parameter. The model found very good fits to the surface density curves, disperion curves

and vsp values in all cases, with χ2 per degree of freedom ≤ 1.3 for all data sets. A typical

fit is shown in Figure 4.1.

Figure 4.2 shows the posterior inferences in rmax versus Vmax for the 24 mock data sets, with

the true value shown as an "x" near the centers. We used GetDist [96] for two-dimensional

plots. The models have a wide diversity of shapes in the rmax - Vmax plane, depending on

the various profiles for DM density, stellar density, anisotropy and "embeddedness" (i.e.,

the depth of the stars in the DM potential). The bottom row of Figure 4.2 shows how the

embeddedness impacts the shape of the posteriors, the degeneracy characteristics between the

two parameters, and the inference capability. We found that the highly embedded data sets
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Figure 4.1: Typical fits to surface density (top), velocity dispersion (bottom) and vsp (bot-
tom, inset), in this case for mock data set 10 (ID bcbO_2349). The best fit DF solution is
shown in green.
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Figure 4.2: Posteriors for rmax vs. Vmax for the mock data sets. The 68% and 95% levels are
shown, with the 68% level in a darker color. The black "x" indicates the true value. Top row:
color-coded by data set. Bottom row: The same data, color-coded by their embeddedness
in the DM halo. Right column: Cored profile. Left Column: NFW profile.
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Figure 4.3: Predicted and true values for the half-light radius for the 24 mock data sets, using
the same colors as Figure 4.2. The predictions are determined from the DF (see Equation 4.2)
by calculating and integrating the surface density curve, finding the radius that yields have
the total value (see Equation 4.18). The error bars indicate the 68% confidence interval.
The true value is taken to be the median radius of the stars in the given data set.

(r∗/rs = 0.1) were the least accurate in their inferences of rmax and Vmax, and that tendency

carried over into inferences of other parameters. The model made reliable inferences for the

data sets with r∗/rs >= 0.5. The reason for the difference is that the highly embedded data

sets do not trace the potential near the scale radius rs, and so have limited accuracy in that

region.

Figure 4.4 compares the posterior for the calculated half-light radius to the true value, which

is taken to be the median radius of the stars in the data set. The accuracy is very good,

with a difference of less than 2% between the median prediction and the true value for all

data sets.

126



Figure 4.4: Predicted and true values for the mass within the half-light radius for the 24
mock data sets, color-coded by their embeddedness in the DM halo. The error bars indicate
the 68% confidence interval. The diagonal line indicates equality.

The mass within the inferred half-light radius can be determined for the cNFW profile

by using the posterior values for rs, vs and rc. Figure 4.4 shows the true and predicted

values for the mass within the half-light radius for the mock data sets. The predictions are

fairly accurate for the data sets with r∗/rs ≥ 0.5, i.e., those not deeply embedded in the

DM potential. For the data sets with the lowest mass enclosed (and correspondingly very

deeply embedded in the DM halo), the model tends to systematically overestimate the mass

enclosed.

Predictions for the density at 150 pc as compared to their true values are shown in Figure 4.5.

The median predictions are generally within 0.3 dex of the true value, with one case near

0.5 dex. In four cases the true values were outside the 95% confidence level of the posterior,

all of which were over-estimations of the density.
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Figure 4.5: Predicted and true values for DM density at 150 pc for the 24 mock data sets,
using the same colors as in Figure 4.2 . The error bars indicate the 95% confidence interval.

The parameter log10[rc/kpc] is allowed to vary in the model to explore the best fitting value,

with prior limits −2 < log10[rc/kpc] < 1. As described in Section 4.2.1, the core radius rcore

is calculated as the radius at which the density falls to one-half its central value. The true

core radii of the mock data sets are either 0 kpc (NFW) or 0.26 kpc (cored), corresponding

to log10 values of −∞ and −0.585, respectively, although we use -2 as a practical lower limit,

corresponding to rcore = 0.01 kpc. Figure 4.6 shows a composite plot of all 24 posteriors,

with blue for cored profiles and orange for NFW profiles. The model shows some ability to

distinguish between the two profiles, with an uncertainty of approximately 0.5 to 1.0 dex,

although there is bias towards lower values for the cored profiles. This is further illustrated

in Figure 4.7 which shows the true and predicted core radii color-coded by anisotropy profile.

The points in the right portion of the plot represent the cored profiles, and it can be seen
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Figure 4.6: Posterior histograms of log10[rcore/kpc] for the 24 mock data sets. The 12 cored
sets are shown in blue; their true value is -0.585 (corresponding to rcore = 1 kpc) and is
indicated by the black dotted line. The 12 NFW sets are shown orange; their true value is
−∞ (corresponding to rcore = 0 kpc), although we limit the parameter to -2 in log space
(corresponding to rcore = 0.01 kpc.)

that the profiles with positive, rising anisotropy parameter β (colored blue) suffer the most

downward bias in the prediction of core size, evidencing a similar mass-anisotropy degeneracy

as that seen in other analysis methods.

Figure 4.8 shows the true and predicted posteriors for the anisotropy parameter β at the

half-light radius. Half of the mock data sets are anisotropic over their entire range, while the

other half have rising β profiles, with a true value between 0.4 and 0.6 at the half-light radius.

For the isotropic data sets, the model predictions have median values centered near zero and

with a range of -0.2 to 0.2. For the anisotropic data sets, the model tends to systematically

underestimates β, especially for the highly embedded data sets denoted in blue.
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Figure 4.7: True and predicted values of the core radius rcore, in kpc, and color-coded by
anisotropy profile. The group on the left is have NFW profiles, while the group on the right
have cored profiles. The mock data sets with positive, rising β (blue) show a bias towards
smaller cores.

4.3.3 Summary of Model Performance with Mock Data

The approximate DF model makes accurate predictions in the rmax - Vmax plane and for

half-light radius of the data sets. The mass within the half-light radius is predicted well

for those data sets not too deeply embedded in the DM potential, but for those highly

embedded there is a tendency to overestimate the mass. The density at 150 pc (ρ150) is

accurate to within 0.5 dex in all cases, and within 0.3 dex in most cases. Although the

model shows some ability to distinguish between NFW and cored profiles, the accuracy is

low, with uncertainty of approximately 0.5 to 1.0 dex, and there is evident mass-anisotropy

degeneracy. The predictions of β(r1/2) are of limited accuracy, especially for the cases that

are deeply embedded and that have rising β profiles.
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Figure 4.8: True and predicted values for β(r1/2), color-coded by embeddedness.

Table 4.2: The Dwarf Galaxy Sample. The 2D half-light radius is quoted in this table.
References: (1) Simon [177], (2) McConnachie [109] (3) The NASA/IPAC Extragalactic
Database (NED), (4) MW 1 model from Patel et al. [139] (5) Light MWmodel from Battaglia
et al. [6].

Adopted Center Center

Distance RA DEC R1/2 ε Pericenter

Name (kpc) (deg.) (deg.) (pc) (kpc) References

Draco 82.0 ± 6.0 260.051625 57.915361 237 ± 17 0.31 84.94 ± 19.16 1, 3, 3, 1, 2, 4

Fornax 139.0 ± 3.0 39.997200 -34.449187 792 ± 18 0.30 108.89 ± 25.51 1, 3, 3, 1, 2, 4

Carina 106.0 ± 5.0 100.402888 -50.966196 311 ± 15 0.33 80.14 ± 18.25 1, 3, 3, 1, 2, 4

CnV I 211.0 ± 6.0 202.014583 33.555833 437 ± 18 0.39 68.09+71.49
−42.17 1, 3, 3, 1, 2, 5

Leo I 254.0 ± 15.5 152.117083 12.306389 270 ± 17 0.21 46.53+30.50
−26.54 1, 3, 3, 1, 2, 5

Leo II 233.0 ± 14.0 168.370000 22.151667 171 ± 10 0.13 115.55+88.35
−58.87 1, 3, 3, 1, 2, 5

Sculptor 86.0 ± 5.0 15.038984 -33.709029 279 ± 16 0.32 57.21 ± 6.24 1, 3, 3, 1, 2, 4

Sextans 95.0 ± 3.0 153.262319 -1.614602 456 ± 15 0.35 74.45+4.38
−5.68 1, 3, 3, 1, 2, 5

Ursa Minor 76.0 ± 4.0 227.285379 67.222605 405 ± 21 0.56 77.05 ± 16.17 1, 3, 3, 1, 2, 4
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Figure 4.9: Posterior inferences for rmax vs. Vmax for the observed sample. The 68% and
95% levels are shown, with the 68% level in a darker color.

4.4 Bright Dwarf Spheroidal Models

We selected as our sample the eight classical dSphs of the MW, plus Canes Venatici I, as

shown in Table 4.2. The results from applying the DF model are described here. We use

cNFW as the DM profile, as it is the most general of our profiles. We use surface density

data from Muñoz et al. [122]. Dispersion data is from Walker et al. [199, 200], Spencer et al.

[181], Mateo et al. [108] and M. Walker, private communication, except Canes Venatici I

from Simon et al. [178]. VSP data is from Kaplinghat et al. [81]. The results from the

analysis are discussed here.
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Table 4.3: Comparison of findings for rmax vs. Vmax with the Jeans analysis of Kaplinghat
et al. [81] for the observed sample. The Jeans analysis considered NFW and cored isothermal
profiles as separate cases.

log10[rmax/(kpc)] log10[Vmax/(km/s)]

dSph Name This Work Jeans NFW Jeans cISO This Work Jeans NFW Jeans cISO

Draco 0.45+0.18
−0.16 0.50+0.23

−0.24 0.03+0.12
−0.13 1.43+0.10

−0.07 1.26+0.07
−0.03 1.24+0.03

−0.02

Fornax 0.95+0.09
−0.11 0.80+0.12

−0.19 0.45+0.17
−0.14 1.53+0.05

−0.06 1.36+0.04
−0.05 1.33+0.06

−0.04

Carina 0.91+0.11
−0.13 0.57+0.16

−0.26 −0.09+0.18
−0.32 1.44+0.09

−0.08 1.28+0.06
−0.08 1.14+0.07

−0.05

CVn I 0.05+0.50
−0.49 0.33+0.44

−0.60 −0.09+0.38
−0.41 1.15+0.10

−0.07 1.24+0.15
−0.10 1.19+0.15

−0.06

Leo I 0.16+0.12
−0.14 0.70+0.35

−0.38 0.12+0.17
−0.19 1.30+0.03

−0.03 1.42+0.13
−0.12 1.33+0.07

−0.06

Leo II 0.17+0.34
−0.36 −0.58+0.47

−0.49 −1.30+0.68
−0.46 1.23+0.12

−0.09 1.16+0.06
−0.03 1.17+0.04

−0.03

Sculptor 0.60+0.14
−0.13 0.62+0.29

−0.25 0.06+0.11
−0.08 1.41+0.06

−0.05 1.43+0.10
−0.08 1.35+0.04

−0.03

Sextans 0.36+0.25
−0.31 0.31+0.27

−0.34 0.05+0.21
−0.28 1.15+0.09

−0.07 1.19+0.07
−0.06 1.35+0.04

−0.03

Ursa Minor 0.40+0.34
−0.28 −0.19+0.46

−0.46 −0.75+0.41
−0.77 1.36+0.16

−0.09 1.26+0.07
−0.03 1.24+0.03

−0.02

Predictions for rmax and Vmax for the observed sample are presented in Figure 4.9. The two

parameters show strong positive correlation. Because the halo scale density ρs ∝ r2
s/v

2
s , this

type of degeneracy is approximately along lines of constant density, so that the density is

relatively well constrained, as discussed below. In Table 4.3, we compare the rmax and Vmax

inferences to those of Kaplinghat et al. [81], who used Jeans analysis for their inference and

also utilized the vsp. They analyzed two cases, one for an NFW profile and a second for

a cored isothermal profile. The results are similar, with inferences from the DF and Jeans

methods overlapping at their 1σ boundaries except for Vmax of Fornax and both rmax and Vmax

of Carina. In those, the DF predictions are larger than those from either profile in the Jeans

analysis. Possible reasons for the differences could include (1) different prior assumptions

between the two methods, and (2) for Fornax, that Kaplinghat et al. [81] accounted for the

stellar mass in the potential, in contrast to this work where we have assumed that the stars

are massless tracers of the DM potential.

The half-light radius posteriors for the observed sample is shown in Table 4.4. Comparison
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Figure 4.10: Posteriors for the half-light radius and mass within that radius for the observed
sample. The 68% and 95% levels are shown, with the 68% level in a darker color. Isodensity
contours are shown as dotted lines, with the density value indicated, in units of 107M� kpc−3.

Table 4.4: Comparison of 2D projected half-light radius (R1/2), in kpc. The "DF" column
is the r1/2 posterior result from the DF, converted to 2D projected R1/2 by dividing by
1.33. The "Plummer Fit" is the result from the best fitting 2-parameter Plummer profile, as
applied to the (one-dimensional) sphericalized surface density data. The rightmost column
is the half-light radius reported by Muñoz et al. [122] for a Sersic profile fit to 2D surface
density maps, sphericalized as described in the text.

dSph Name DF Plummer Fit Muñoz et al. [122]
Draco 0.197 ± 0.003 0.235 0.183
Fornax 0.574 ± 0.004 0.688 0.668
Carina 0.327 ± 0.003 0.344 0.277
CVn I 0.381 ± 0.010 0.445 0.357
Leo I 0.315 ± 0.004 0.308 0.204
Leo II 0.200 ± 0.002 0.206 0.162
Sculptor 0.243 ± 0.002 0.276 0.244
Sextans 0.397 ± 0.005 0.470 0.370
Ursa Minor 0.299 ± 0.004 0.325 0.257
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with previous authors is not straightforward, because of fundamentally different approaches

in computation. We compare to Muñoz et al. [122], who fit a Sersic profile to 2-dimensional

data maps of the dwarfs. We multiply the Muñoz et al. [122] result by the axis ratio of its

elliptical profile,
√

1− ε, to convert from elliptical radius to a spherical one. The data used

for our models is a 1-dimensional equivalent of their data, also adjusted for ellipticity. We

also show the R1/2 resulting from a 2-parameter Plummer profile [145] fit of our input data.

The DF approach does not rely on any profile shape; we simply find the radius that encloses

half of the stars. As can be seen in the table, there can be substantial differences between

the various methods. One notable difference is in Leo I, for which the DF predicts a median

value of 0.315 kpc while the Plummer fit to the same data yields 0.308 kpc, and Muñoz

et al. [122] find 0.204 kpc. Possible reasons for the difference are (a) the surface density

map for Leo I is quite boxy, with ellipticity that appears to change with position angle, and

(b) the surface density plateaus considerably at larger radii, making it a poor fit for most

parameterized profiles. We note that Read et al. [152] used Jeans analysis combined with

virial shape parameters to examine these objects and found 2D half-light radii of 0.298 kpc

and 0.194 kpc for Leo I and Leo II, respectively, consistent with our findings.

Figure 4.10 shows 2D posteriors for the half-light radius of the observed sample versus the

mass enclosed within that radius. Fornax stands out with the largest half-light radius and

largest mass enclosed, however it is in the group with the lowest average density within the

half-light radius, accompanied by Carina and Sextans. At the other end of the spectrum are

Draco and Leo II, which are the most compact, enclose the least mass but have the highest

density within r1/2.

Because the degree to which the stellar population is embedded in the DM potential is an

important factor for the accuracy of the model, we examine this in Figure 4.11, which shows

r1/2/rs for the observed sample. Sculptor and Fornax have lowest inferences, with median

values of 0.20 and 0.24, respectively. Though still less embedded than the most embedded
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Figure 4.11: The posterior inference for r1/2/rs, which indicates the degree to which the
stellar population is embedded in its DM halo, for the observed sample. The 68% confidence
intervals are shown.

mock data sets, the inferences for Sculptor and Fornax could be vulnerable to the types of

biases seen in the most embedded mock data sets.

The posteriors for the density at 150 pc (ρ150) for the observed sample is shown in Figure 4.12,

plotted against the orbital pericenter distance (rp) of each dwarf. Patel et al. [139] recently

studied the impact of the Large Magellanic Cloud ("LMC") on the MW dwarfs likely to

be signficantly impacted by the LMC, which include Carina, Draco, Fornax, Sculptor and

Ursa Minor. For the other pericenter distances we used the recent work of Battaglia et al.

[6], which utilizes Gaia data release 3. We use the MW Model 1 from Patel et al. [139]

and the Light MW model from Battaglia et al. [6], as their assumptions for the mass of the

MW are similar (1× 1012M� and 0.8× 1012M� , respectively). There is evidence for anti-
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Table 4.5: Comparison of findings for DM density at 150 pc (ρ150), in units of 107M� kpc−3.
The mean posterior value and the 1σ uncertainties are indicated. The references for compar-
ison are (A) Read et al. [152], (B) Kaplinghat et al. [81], isothermal case, and (C) Kaplinghat
et al. [81], NFW case. Note that CVn I was not studied in reference A.

dSph Name This Work Ref. A Ref. B Ref. C
Draco 16.0± 2.9 23.6± 2.9 21.7± 5.0 21.9± 2.3

Fornax 5.8± 1.2 7.9± 2.3 3.6± 1.5 7.8± 1.7

Carina 3.6± 0.6 11.6± 2.1 6.4± 2.4 10.4± 1.0

CVn I 11.9± 4.8 — 12.9± 5.9 13.8± 2.8

Leo I 20.0± 3.2 17.7± 3.3 14.6± 5.0 15.5± 2.8

Leo II 14.6± 2.3 18.4± 1.7 14.8± 3.0 16.3± 3.0

Sculptor 13.5± 1.4 14.9± 2.6 15.9± 3.1 17.1± 2.1

Sextans 6.8± 2.0 12.8± 3.2 9.3± 4.3 11.5± 2.3

Ursa Minor 15.6± 3.7 15.3± 3.4 25.7± 5.9 24.4± 3.7

Figure 4.12: DM density at 150 pc (ρ150) inferred from the DF fits for the bright MW dSphs
vs orbital pericenter distance (rp). The error bars indicate the 68% confidence interval.
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correlation between the pericenter distance and the density at 150 pc, as might be caused

by tidal stripping [81], however the correlation appears stronger in that work than it does

here. We have used different pericenter data, and in particular the pericenter for Leo II

is substantially larger in our work (although the uncertainty is large), which weakens the

correlation between density and pericenter.

Table 4.5 compares our findings for ρ150 to those of Read et al. [152] and Kaplinghat et al.

[81]. The results are generally comparable within errors. However, our finding for Carina at

3.6 ± 0.6 M� kpc−3 is substantially lower than the others, inconsistent with that of Read

et al. [152] but marginally compatible with the isothermal case of Kaplinghat et al. [81].

We checked to see if excluding large values of c in the cNFW profile would change this

inference significantly, but it does not; we found that if the core parameter is restricted so

that 0 < c < 1, the inference for ρ150 increases only approximately 0.1 dex.

For completeness, we briefly discuss the inferences for the anisotropy parameter at the half-

light radius, the core parameter and the core radius, although the results of the mock data

show that these inferences are of limited reliability. The posteriors for c = rc/rs and

log10[rcore/kpc] are shown in Appendix C.4 in Figures C.1 and C.2. Most of the sample

shows a preference for nearly zero values of the core parameter, indicating a density profile

that is close to the NFW profile. As the results from mock data show limited accuracy and

evident bias towards lower core sizes, especially for those data sets with anisotropic velocity

distributions, we make no conclusions about core sizes in the observed sample. We note that

Peñarrubia et al. [143] found cores in Fornax and Sculptor by exploiting separate chemo-

dynamic subcomponents, although Strigari et al. [184] found only a weak preference for a

core in Sculptor and that both cored and NFW profiles were good fits. The posteriors for

β(r1/2) are shown in Appendix C.4, Figure C.3. The inferences of the mock data had low

accuracy and tended to understate the true value of β where the value was positive. Perhaps

the most that can be said here is that Draco and Carina appear to have radial anisotropy
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at the half-light radius, given that the posteriors are mostly positive and a bias towards

understating the true value would make the true values even more likely to be positive.

4.5 Conclusions

In this work, we presented a novel study of the internal dynamics of the brightest dSphs of the

MW. Going beyond the standard spherical Jeans analysis often adopted for these systems,

our method relies on a separable distribution function that describes the phase space of stellar

tracers via 10 distinct parameters, shaping the energy and angular momentum functional

form. The DF approach we follow here is completed by the modeling of the gravitational

potential of the system, for which we adopted a 3-parameter cNFW distribution. This

distribution is suitable for an investigation of both cuspy and cored DM halos. For the

first time in literature, we apply such a general approach to the whole set of 9 dSphs with

well-measured kinematics, performing a challenging data-driven Bayesian analysis on the

photometric and spectroscopic data available for these objects.

Our analysis via DF modeling is validated by the use of mock data extracted from the Gaia

Challenge project. In particular, we adopted mock data sets to test the predictive capability

of our approach both for cuspy and cored DM profiles, for cuspy and cored stellar profiles,

for different level of embeddedness of the stellar distribution within the DM halo of the

system and for spatially-varying stellar orbital anisotropy profiles. From the study of the

mock data we find that our DF approach is able to recover the true values of the Vmax and

rmax shape parameters of the underlying DM profile remarkably well, usually within the 68%

posterior probability region (see Figure 4.2). It also has high accuracy for the recovery of key

dynamical quantities such as the total mass within the half-light radius, M1/2 (see Table 4.4

and Figure 4.10) and the inner local density of the system at 150 pc, ρ150 (Figure 4.5).

In contrast, the mock data show us that with this approach it remains difficult to reliably
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determine the size of the core of the DM inner halo or to infer robust information about the

orbital anisotropy profile of stellar tracers, difficulties also suffered by Jeans analysis.

Equipped with these findings, our detailed study of the MW dSphs allowed us to revisit,

reiterate and reinforce some well-known conclusions already drawn in literature within the

standard Jeans analysis. Our study of the Classical dSphs via DF modeling provides a

state-of-the-art inference of ρ150 in these objects. In particular, we find a low inner density

for systems like Carina, Fornax and Sextans, in contrast to galaxies like Draco, Leo I, Leo

II and Ursa Minor, characterized by inner densities approximately four times larger. With

the DF approach, we are then able to confirm the puzzling diversity of DM-dominated

objects like MW dSphs, at the basis of the too big to fail problem. These inferences of

the inner density constitute key dynamical information that needs to be captured by any

successful model of galaxy formation within the ΛCDM cosmological model, or addressed

by any attempt to go beyond the paradigm of cold and collisionless DM particles. In this

regard, we note that the correlation between dwarf spheroidal pericenters and density at 150

pc found in Kaplinghat et al. [81] has been weakened, mainly due to the recent assessment

of the pericenter determination for these systems (although that remains subject to many

uncertainties, such as a correct description of the effects of the Large Magellanic Cloud on the

orbits of some of the satellites considered here). Even so, the pericenter-density correlation

remains a compelling and interesting clue for paradigms beyond ΛCDM to explain.

We also observe that for Fornax and Carina, the results of our analysis with the cNFW profile

point to a tantalizing presence of a core in these systems. Nevertheless, extra care should be

taken in considering this inference vis-a-vis the observed systematics of this approach, given

our limited ability in distinguishing cored and cuspy halo profiles in the mock data sets.

The results of our study are promising in a twofold way. On one hand, our analysis showed

that the DF modeling has a similar constraining power to that of the spherical Jean analysis,

despite relying on the larger set of parameters varied in the MCMC analysis that are needed
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for a broad description the tracer phase-space distribution function. This is in contrast to

previous findings in literature, that pointed to a much large degeneracy in parameter space,

an observation that we do not confirm here. Second, we showed that the use of a fourth-

order virial shape parameter helps in pinning down the DM content in pressure-supported

systems like dSphs. A natural extension of this work will involve DF models that allow

for multiple populations with individual metallicity distributions. Such models may allow a

richer inference of the slope of the DM inner profile. This will eventually be key in order to

reconcile the cusp/core problem in MW dSphs. The prospective ability to reconcile small-

scale problems such as cusp/core and too big to fail problem make these objects among the

most interesting places to look for indications of physics beyond ΛCDM.
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Appendix A

Appendices for Chapter 2

A.1 Relevant lensing formulas for cored halo models

A.1.1 cNFW halo model

The cNFW (cNFW) model is defined by modifying the NFW profile as follows:

ρ =
ρsr

3
s

(rc + r) (rs + r)2 . (A.1)

Defining x = r/rs and β = rc/rs, by integrating the density profile along the line of sight we

find an analytic expression for the projected density profile,

κ(x) =
2κs

(β − 1)2

{
1

x2 − 1

[
1− β − (1− x2β)F(x)

]
−F

(
x

β

)}
(A.2)
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, where we have defined κs = ρsrs/Σcr, and

F(x) =



1√
x2−1

tan−1
√
x2 − 1 (x > 1)

1√
1−x2 tanh

−1
√

1− x2 (x < 1)

1 (x = 1)

(A.3)

When using the pseudo-elliptical approximation (discussed in Section 2.3.4), it is useful to

have an analytic formula for the deflection angle generated by a spherical cNFW lens. By

integrating Eq. A.2, we obtain

α(x) =
2κsrs

(1− β)2x

{
(1− β)2 ln

(
x2

4

)
− β2 ln β2 + (A.4)

2(β2 − x2)F
(
x

β

)
+ 2[1 + β(x2 − 2)]F(x)

}
. (A.5)

It can be easily verified that in the limit β → 0, these formulae reduce to the usual analytic

formulas for an NFW profile [62]. Numerical convergence of these formulae becomes difficult

in the neighborhood of either x ≈ β, x ≈ 1 or β ≈ 1; in each of these cases, series expansions

can be used for greater accuracy, all of which have been implemented and tested in the QLens

code.
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A.1.2 Corecusp halo model

The Corecusp model is generated by including a core in the “cusped halo model” from [121],

such that the density profile has the form

ρ =
ρsr

n
s

(r2 + r2
c )
γ/2 (r2 + r2

s)
(n−γ)/2

(A.6)

where rc is the core radius and rs acts as the scale radius where the power law “turns over”;

it can also act as a tidal radius if the outer slope n is chosen to be steep enough. Choosing

n = 3, γ = 1 corresponds to a cored Pseudo-NFW profile, while n = 4, γ = 2 corresponds to

the dual pseudo-isothermal ellipsoid (dPIE) profile. If we allow γ to vary but set n = γ, the

model reduces to the often-used softened power-law model (Barkana 1998). The advantage

of this profile is that a scale radius (or tidal radius) is included, while still allowing for a

variable inner slope γ and core radius rc.

If the density profile is integrated over the line-of-sight to obtain κ(R|rs, rc) where R is the

projected radius, then it can be shown that this is equivalent to

κ(R|rs, rc) =

(
rs
r′s

)n
κ0(R′|r′s) (A.7)

where

R′ =
√
R2 + r2

c , r′s =
√
r2
s − r2

c . (A.8)

and κ0 is defined as the coreless model, in other words, κ0(R|rs) ≡ κ(R|rs, rc = 0). Thus,

the cored kappa profile can be obtained from the coreless (rc = 0) profile, for which the
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kappa and deflection formulas are known and given in Munoz et al. 2001, using the above

substitutions. To simplify the notation, we will simply write κ(R|rs, rc) as κ(R), and define

κ̃(R) ≡ κ0(R|r′s =
√
r2
s − r2

c ), (A.9)

so using this notation we rewrite eq. A.7 as

κ(R) =

(
1− r2

c

r2
s

)−n
2

κ̃(
√
R2 + r2

c ) (A.10)

The corresponding radial deflections will be referred to as α̃(R′) and α(R), again using the

same variable substitutions; in other words, we define

α̃(R) ≡ α0(R|r′s =
√
r2
s − r2

c ). (A.11)

It is important to keep in mind that whenever we evaluate κ̃ and α̃, we must make the

transformation rs →
√
r2
s − r2

c in the formulas for the corresponding coreless model.

To obtain the formula for the radial deflection, we use
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α(R) =
2

R

∫ R

0

uκ(u)du

=

(
rs
r′s

)n
2

R

∫ R

0

uκ̃(
√
u2 + r2

c )du (using eqs. A.7, A.8)

=

(
rs
r′s

)n
2

R

∫ √R2+r2c

rc

wκ̃(w)dw (A.12)

and hence,

α(R) =

(
1− r2

c

r2
s

)−n
2

[√
R2 + r2

c

R
α̃(
√
R2 + r2

c )−
rc
R
α̃(rc)

]
. (A.13)
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Thus we find that the radial deflection of the cored profile can be expressed as a linear

combination of radial deflections from the corresponding coreless profile, again using the

substitutions in eq. A.8. Thus, the same formulas for κ and α from Munoz et al. (2001) can

be employed for the cored model using the above transformations.

The above transformations can be easily verified for the dPIE case (n = 4, γ = 2), where rs

is interpreted as a tidal radius, yielding:

κ =
b

2

[
1

(r2
c +R2)1/2

− 1

(r2
s +R2)1/2

]
, (A.14)

α =
b

R

[√
r2
c +R2 − rc −

√
r2
s +R2 + rs

]
(A.15)

where

b ≡ 2πρs
Σcr

r4
s

r2
s − r2

c

. (A.16)

As an quick check, note that if the core radius rc is set to zero, we can apply the trans-

formations in eqs. A.7 and A.8 to recover the same formulas for the cored profile and its

corresponding deflection angle.
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A.2 Tables of Model Parameters

Table A.1: The values of the fixed parameters for the BCG and seven perturbers in the Abell
611 Lens Model. The magnitude values are in the ST magnitude system. The magnitude
of the object is used to determine its core radius, cutoff radius and mass parameters via the
scaling relations described in the text.

Cluster Member No. Core Radius Axis Ratio Orientation x y m606w

(arc sec) (degrees) (arc sec) (arc sec) (mag)

BCG 0.0555 0.70 132.5 0.0 0.0 17.0
1 0.0101 0.83 112.8 2.33 -7.85 20.7
2 0.0067 0.92 13.1 3.14 -10.05 21.6
3 0.0101 0.50 78.7 -5.15 17.42 20.7
4 0.0096 0.67 80.6 -10.88 10.22 20.8
5 0.0073 0.84 128.4 -16.79 0.60 21.4
6 0.0055 0.90 131.6 1.13 -2.78 22.0
7 0.0084 0.79 61.7 -13.68 12.87 21.1

ref. galaxy 0.0350 - - - - 18.0
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Table A.2: Median posterior parameter values for the Abell 611 models. The bounds of the
68% confidence interval are also shown. For bimodal parameters, the parameter statistics are
derived from output chains that are separated into small-core (<3′′) and large-core (>10′′)
components.

Halo profile cNFW Corecusp NFW

Mode Sm. Core Lg. Core Sm. Core Lg. Core (no core)

Bimodal Parameters Sampled or derived Units

M200 (cNFW, NFW) sampled 1014M� 12.7+1.4
−1.1 8.4+1.7

−0.9 12.8+1.6
−1.3

M200 (Corecusp) derived 1014M� 7.2+0.7
−0.6 5.4+0.8

−0.6

c sampled - 4.15+0.35
−0.35 7.91+3.55

−2.16 4.13+0.39
−0.41

κ0 sampled - 1.04+0.08
−0.09 1.68+0.38

−0.31

γ sampled - 1.04+0.05
−0.03 0.71+0.16

−0.19

Corecusp halo scale sampled ′′ 62.9+6.5
−5.7 40.6+8.5

−6.5

log(s/arcsec) (Corecusp core scale) sampled - −2.63+1.33
−0.96 −1.60+1.62

−1.63

log(rc/kpc) (cNFW core scale) sampled - −2.12+1.36
−1.29 1.61+0.34

−0.37

BCG mass scale sampled ′′ 3.12+0.74
−0.64 4.63+0.75

−0.65 2.99+0.64
−0.60 4.35+0.77

−0.68 3.13+0.81
−0.69

Perturber 1 mass scale sampled ′′ 0.94+2.85
−0.20 0.92+2.97

−0.20 0.83+3.17
−0.12 0.87+2.73

−0.15 0.94+2.41
−0.20

Perturber 1 reff sampled ′′ 2.12+4.84
−1.85 2.16+4.75

−1.90 3.12+4.35
−2.86 2.69+4.44

−2.41 2.24+4.88
−1.93

Perturber 2 mass scale sampled ′′ 0.39+0.21
−0.17 0.36+0.23

−0.17 0.36+0.17
−0.16 0.32+0.20

−0.16 0.42+0.31
−0.20

Perturber 2 reff sampled ′′ 4.81+3.45
−3.18 4.41+3.62

−3.10 4.76+3.36
−3.11 4.48+3.60

−3.11 4.14+3.95
−3.29

Perturber 3+ mass scale sampled ′′ 0.31+0.05
−0.05 0.32+0.09

−0.06 0.32+0.05
−0.05 0.33+0.09

−0.06 0.31+0.06
−0.05

Perturber 3+ reff sampled ′′ 5.09+2.39
−1.85 3.57+2.48

−1.75 4.49+1.91
−1.51 3.12+2.17

−1.51 5.00+2.55
−1.98

ĉ200 derived - 4.1+0.3
−0.4 6.1+0.6

−0.9 6.3+0.4
−0.4 7.6+0.6

−0.6 4.1+0.4
−0.4

rcore derived ′′ 0.3+1.2
−0.2 13.3+1.3

−2.0 0.01+0.6
−0.01 15.6+1.5

−2.6 (0 by def.)

MBCG derived 1012M� 4.9+1.2
−1.0 7.2+1.2

−1.0 4.7+1.0
−0.9 6.8+1.2

−1.0 4.9+1.3
−1.1

κtot(5′′) derived - 1.320.01
−0.01 1.30+0.01

−0.01 1.32+0.01
−0.01 1.29+0.01

−0.01 1.32+0.01
−0.01

κDM(5′′) derived - 1.12+0.04
−0.04 1.02+0.04

−0.04 1.13+0.03
−0.03 1.03+0.04

−0.04 1.12+0.04
−0.04

κDM(20′′) derived - 0.60+0.01
−0.01 0.59+0.01

−0.01 0.60+0.01
−0.01 0.59+0.01

−0.01 0.60+0.01
−0.01

Unimodal Parameters Sampled or derived Units

position angle sampled degrees 133.3+0.2
−0.2 133.3+0.3

−0.2 133.3+0.3
−0.2

axis ratio sampled - 0.67+0.01
−0.01 0.67+0.01

−0.01 0.67+0.01
−0.01

x-center sampled ′′ −0.2+0.3
−0.3 −0.3+0.3

−0.3 −0.2+0.2
−0.2

y-center sampled ′′ 0.7+0.3
−0.3 1.0+0.3

−0.3 0.7+0.3
−0.2
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A.3 Posterior Distributions for Mock Data and Abell 611

We show the 1-d and 2-d posteriors for the mock data inferences (both cored and cuspy

mocks) and Abell 611 data (main halo modeled with cNFW profile and corecusp profile).

Figure A.1: Posterior distributions and two-dimensional correlations using mock data for
the cored case without central images. True parameter values are indicated in orange.
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Figure A.2: Posterior distributions and two-dimensional correlations using mock data for
the cuspy case without central images. True parameter values are indicated in orange.

176



Figure A.3: Selected Abell 611 posterior distributions and two-dimensional correlations for
the cNFW density profile.

‘’
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Figure A.4: Selected Abell 611 posterior distributions and two-dimensional correlations for
the Corecusp density profile.
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Figure A.5: Selected posterior distributions for a cNFW model of the mock data set with
perturbers. This data set has only two unique redshifts and contains two perturbing galaxies.
[Left:] cored case. [Right:] cuspy case. Orange lines and ’x’ markers indicate the true
parameter values. The units for mvir are 1015M� , and for core radius, arcseconds.
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Appendix B

Appendix for Chapter 3

B.1 Relevant lensing formulas for the cNFW halo model

The cNFW (cNFW) model is defined by modifying the NFW profile as follows:

ρ =
ρsr

3
s

(rc + r) (rs + r)2 . (B.1)

Defining x = r/rs and β = rc/rs, by integrating the density profile along the line of sight we

find an analytic expression for the projected density profile,

κ(x) =
2κs

(β − 1)2

{
1

x2 − 1

[
1− β − (1− x2β)F(x)

]
−F

(
x

β

)}
(B.2)
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, where we have defined κs = ρsrs/Σcr, and

F(x) =



1√
x2−1

tan−1
√
x2 − 1 (x > 1)

1√
1−x2 tanh

−1
√

1− x2 (x < 1)

1 (x = 1)

(B.3)

When using the pseudo-elliptical approximation, it is useful to have an analytic formula for

the deflection angle generated by a spherical cNFW lens. By integrating Equation B.2, we

obtain

α(x) =
2κsrs

(1− β)2x

{
(1− β)2 ln

(
x2

4

)
− β2 ln β2 + (B.4)

2(β2 − x2)F
(
x

β

)
+ 2[1 + β(x2 − 2)]F(x)

}
. (B.5)

It can be easily verified that in the limit β → 0, these formulae reduce to the usual analytic

formulas for an NFW profile [63]. Numerical convergence of these formulae becomes difficult

in the neighborhood of either x ≈ β, x ≈ 1 or β ≈ 1; in each of these cases, series expansions

can be used for greater accuracy, all of which have been implemented and tested in the QLens

code.
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Figure B.1: Stellar mass-halo mass data from Niemiec et al. [134], and the best fit power
law which was used to determine the mass for DM subhalos in the lens models.

B.2 Stellar Mass–Halo Mass Relation

Niemiec et al. [134] examined the stellar mass-halo mass relation for cluster galaxies. A power

law fit to their data is shown in Figure B.1. The resulting power law isMhalo = 1.1574M1.1171
∗

.

B.3 Concentration Bias in Triaxial Halos

Since strong lensing analysis is based on 2-D projections of 3-D bodies, effectively hiding

one dimension from direct measurement, biases can arise in model parameters such as con-

centration and scale radius. Halo elongation parallel (perpendicular) to the line of sight can

increase (decrease) the strength of the lensing. Moreover, alignment of the major axis with
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Figure B.2: Bias in concentration when fitting 2-D projections of triaxial halos. The bias is
∼ +60% for prolate halos oriented along the LOS.

the line of sight has shown to increase as lensing cross section increases, and leads to an

upward bias in concentration [111].

Galaxies and galaxy clusters are thought to form along filaments of the cosmic web. The

major axis of elliptical galaxies tend to be parallel to the direction of the host filament

[185]. In cosmological N-body simulations, prolate halos are more common than oblate ones,

especially so for massive halos [13]. We therefore expect the preponderance of our sample

to be prolate halos with their major axis oriented preferentially along the line of sight,

creating significant upward bias in concentration. To quantify the effect of concentration

bias in our modeling pipeline, we created simulated triaxial halos, projected them in various

orientations, and fitted the resulting 2D shapes with our fitting code. The simulated halos

were NFW ellipsoids, with triaxiality introduced by scaling the x, y and z axes by factors a,
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b and c. The triaxiality is thus defined by the ellipsoid with form

x2

a2
+
y2

b2
+
z2

c2
= 1. (B.6)

For the oblate case, we chose a = 0.5, b = c = 1.0. For the intermediate case, a = 0.5, b =

0.75, c = 1.0. The prolate case used a = b = 0.5, c = 1.0. Thus the z-axis is the major

axis in all cases. Figure B.2 shows the results of that analysis. Biases in concentration range

from approximately +60% to -20%. The strongest bias of ∼ +60% occurs in the common

case of prolate halos with major axis orientation nearly along the line of sight. We therefore

expect that our modeled concentrations are often biased high by as much as 60%.

B.4 Strong Lensing Error Residuals

In the Figure B.3 we show the distribution of residual errors in image locations from the

strong lensing analysis. For the simulated clusters, random Gaussian error of 0.′′50 was added

to each of the x and y components, resulting in a total position error of 0.′′71. In the strong

lensing χ2, we have again assumed image position errors of 0.′′50 for each of the x and y

components. The figure demonstrates that the image position errors are distributed in a

Gaussian shape, as would be expected for measurement errors.
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Figure B.3: Residual position errors in image locations from strong lensing. Both the x and
y error components are included; positive residuals mean errors in the westerly direction for
x-components and the northerly direction for y-components.

B.5 Surface Density Match between Strong Lensing and

SIDM Models
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Figure B.4: Plots of the 68% confidence intervals for strong lensing ("data") and SIDM
("model") surface densities for each cluster. The model is shown in blue and the data in
red, and the regions appear purple where they overlap.
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Appendix C

Appendices for Chapter 4

C.1 Virial Shape Parameter

The virial shape parameter is derived from the fourth-order projected virial theorem [112],

and for approximately spherical systems it can take two forms [157]. Following Kaplinghat

et al. [81], we utilize the first form, which we label here as the "vsp":

vsp =
1

2

∫ ∞
0

dR2Σ〈v4
los〉 =

G

5

∫ ∞
0

dr2M(5− 2β)νσ2
r , (C.1)

where M denotes the mass distribution function, β is the anisotropy parameter, ν is the

stellar density and 〈v4
los〉 is the fourth moment of the line-of-sight velocity distribution.

To calculate the vsp from the DF, we integrate the fourth velocity moment as follows:

(2π)vsp =

∫
d3rd3v v4

zf(E,L).
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Note that there is no factor of N∗ because the DF is normalized to unity over the entire

phase space. Now write

vr = v cos η, vθ = v sin η cosψ.

Then

vz = ẑ · ~v = vr cos θ − vθ sin θ = v(cos θ cos η − sin θ sin η cosψ)

and

(2π)vsp = (2π)

∫
r2dr dcosθ v2dv dψdcosη v4

zf(E,L)

But E = Ψ− v2/2 and L = rvt = rv sin η. So we can first do the θ and ψ integrals over v4
z .

It can be shown that

∫ 2π

0

dψ

∫ 1

−1

dcosθ(cos θ cos η − sin θ sin η cosψ)4 = 4π/5,

hence,

vsp = (4π/5)

∫ rt

0

r2dr

∫ √2Ψ(r)

0

v6dv

∫ 1

−1

dcosη f(E,L) (C.2)

For data sets with measured line-of-sight velocities, the vsp can be calculated as follows. In

our coordinate system, the z-axis is the line-of-sight. First, the mean value of vz is subtracted

from each vz,i to remove bulk motion of the galaxy. The vsp is then

vsp =
1

2πN∗

N∗∑
i=1

v4
z,i (C.3)
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For the mock data sets, we wish to find the an estimate of the distribution of the vsp given the

one set of sampled velocities. We do so by generating 10,000 ensembles of binned velocity

data, each with length N∗, from a Pearson distribution of Type VII, with the same star

count and velocity dispersion in each bin as the original data set. To simulate measurement

uncertainty, we add Gaussian error with a standard deviation of 2 km/s. The kurtosis of the

Pearson distribution is adjustable via a parameter, and that parameter is iteratively varied

until the kurtosis of the entire ensemble matches that of the original data set. We then

tabulate the 15.9, 50 and 84.1 percentile values of the vsp of the entire ensemble, which are

used as estimators for the mean and standard deviation of the vsp. Those values are used

as data for the DF model and are tabulated for the mock data sets in Table C.1.

C.2 Mock Data Characteristics
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Table C.1: Mock data characteristics. The columns, from left, are (1) ID number, (2) ID
string, (3) the number of stars in the data set, (4) DM profile type, (5) log slope of the inner
stellar profile, (4) scale radius of the stellar profile, (6) anisotropy radius of the stellar profile,
(7) 3D half-light radius, and (8) virial shape parameter of the data set.

Number ID w DM Profile γ∗ r∗ ra r1/2 VSP (103 km4/sec4)

1 aaaO_4639 4639 cored 0.1 0.1 1 0.122 4.25+1.59
−0.75

2 aabO_4941 4941 cored 0.1 0.1 10000 0.119 3.08+0.62
−0.43

3 acaO_3904 3904 cored 0.1 0.5 1 0.596 94.09+10.67
−7.99

4 acbO_2607 2607 cored 0.1 0.5 10000 0.588 84.75+12.34
−9.30

5 adaO_1980 1980 cored 0.1 1.0 1 1.233 231.66+25.55
−22.09

6 adbO_1441 1441 cored 0.1 1.0 10000 1.251 172.54+15.29
−14.22

7 baaO_1826 1826 cored 1.0 0.1 1 0.093 2.89+2.26
−0.80

8 babO_2156 2156 cored 1.0 0.1 10000 0.090 1.80+0.72
−0.40

9 bcaO_2107 2107 cored 1.0 0.5 1 0.463 70.06+12.83
−9.49

10 bcbO_2349 2349 cored 1.0 0.5 10000 0.464 50.70+8.25
−5.63

11 bdaO_2677 2677 cored 1.0 1.0 1 0.913 164.09+17.59
−14.81

12 bdbO_2456 2456 cored 1.0 1.0 10000 0.914 113.42+8.75
−8.47

13 aaaN_2358 2358 NFW 0.1 0.1 1 0.121 3.73+0.45
−0.39

14 aabN_3539 3539 NFW 0.1 0.1 10000 0.122 3.04+0.23
−0.21

15 acaN_1088 1088 NFW 0.1 0.5 1 0.600 20.78+2.64
−2.22

16 acbN_550 550 NFW 0.1 0.5 10000 0.603 15.12+2.46
−2.17

17 adaN_1860 1860 NFW 0.1 1.0 1 1.238 30.86+3.40
−2.96

18 adbN_826 826 NFW 0.1 1.0 10000 1.226 23.92+3.38
−2.76

19 baaN_1533 1533 NFW 1.0 0.1 1 0.096 2.96+0.49
−0.36

20 babN_1491 1491 NFW 1.0 0.1 10000 0.092 2.43+0.37
−0.28

21 bcaN_2054 2054 NFW 1.0 0.5 1 0.453 16.46+1.61
−1.40

22 bcbN_1222 1222 NFW 1.0 0.5 10000 0.434 14.89+1.57
−1.38

23 bdaN_2912 2912 NFW 1.0 1.0 1 0.953 25.33+2.03
−1.80

24 bdbN_1524 1524 NFW 1.0 1.0 10000 0.925 24.24+2.18
−2.07
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C.3 Full Likelihood Function

Consider a population of w stars in a potential Φ and with a distribution function f . Our

goal is to estimate Φ and f based on the star population. For star i, we have position

coordinates Ri =
√
x2
i + y2

i , and we have velocity coordinate vz,i (but we do not generally

know zi, vx,i or vy,i). The best estimate of Φ and f is the one that maximizes the likelihood

function

LH(Φ, f |[Ri, vz,i]) (C.4)

By Bayes Theorem, we instead estimate the posterior and prior probabilities

LH(Φ, f |[Ri, vz,i]) = LH([Ri, vz,i]|Φ, f)
P (Φ, f)

P ([Ri, vz,i])
(C.5)

where LH([Ri, vz,i]|Φ, f) is the posterior probability of observing the given data with a par-

ticular Φ and f , and P (Φ, f) is the prior probability for observing Φ and f , and incorporates

any prior beliefs. The probability of observing the data for our model, P ([Ri, vz,i]), also

known as the "evidence", is not generally known, but as it is a constant factor it will not

affect our attempts to maximize the likelihood function.

We wish to employ the distribution function as a probability of finding a star i at radius R

and line-of-sight velocity vz. The probability can be written as

p∗,i(Ri, vz,i) = 2π

∫ ∞
−∞

vRdvR

∫ ∞
−∞

dz f(Ei, Li). (C.6)

The composite likelihood for all stars in the data set is then

LH([R, vz]|Φ, f) =
w∏
i=1

p∗,i(Ri, vz,i) (C.7)
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and the log likelihood is then

LLH , log(LH([R, vz]|Φ, f))) =
w∑
i=1

log(p∗,i(Ri, vz,i)). (C.8)

Computationally, we have a vector of parameters p = {rs, vs,Φlim, e, a, q, Ec, d, Lβ, bin, bout, w}

for which we want to calculate a given likelihood. The normalization factor nf may be fac-

tored out of the sum, and LLH becomes

LLH(p) =nf (p)
w∑
i=1

log
(∫ ∞
−∞

dvR

∫ ∞
−∞

dz h
(
p, E(xi,vi)

)
· g
(
p, L(xi,vi)

))
, (C.9)

where the functions h() and g() are given in Equations 4.13 and 4.14.

C.4 Core Parameter, Core Size, and Anisotropy Param-

eter Posteriors of the Observed Sample
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Figure C.1: Posteriors of the core parameter, c = rc/rs for the bright MW dSphs. Only
Draco and Carina show a significant tail above c = 1.
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Figure C.2: Posteriors of rcore (kpc) for the bright MW dSphs.
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Figure C.3: Posteriors of anisotropy parameter β at the half-light radius for the bright MW
dSphs.
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