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Abstract

Purpose: To evaluate clinician perceptions of a prototyped clinical decision support (CDS) tool 

that integrates visual field (VF) metric predictions from artificial intelligence (AI) models.

Methods: 10 ophthalmologists and optometrists from University of California San Diego 

participated in 6 cases from 6 patients, consisting of 11 eyes, uploaded to a CDS tool 

(“GLANCE”, designed to help clinicians “at a glance”). For each case, clinicians answered 

questions about management recommendations and attitudes towards GLANCE, particularly 

regarding utility and trustworthiness of the AI-predicted VF metrics, and willingness to decrease 

VF testing frequency.

Main Outcome(s) and Measure(s): Mean counts of management recommendations and mean 

Likert scale scores were calculated to assess overall management trends and attitudes towards the 

CDS tool for each case. Additionally, system usability scale (SUS) scores were calculated.

Results: The mean Likert scores for trust in and utility of the predicted VF metric, and 

clinician willingness to decrease VF testing frequency was 3.27, 3.42, and 2.64 respectively 

(1=strongly disagree, 5=strongly agree). When stratified by glaucoma severity, all mean Likert 

scores decreased as severity increased. The SUS score across all responders was 66.1 ± 16.0 (43rd 

percentile).

Conclusions: A CDS tool can be designed to present AI model outputs in a useful, trustworthy 

manner that clinicians were generally willing to integrate into their clinical decision making. 
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Future work is needed to understand how to best develop explainable and trustworthy CDS tools 

integrating AI before clinical deployment.

PRECIS

We updated a clinical decision support tool integrating predicted visual field (VF) metrics from an 

artificial intelligence model and assessed clinician perceptions of the predicted VF metric in this 

usability study.
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INTRODUCTION

Applications of artificial intelligence (AI) are rapidly advancing in ophthalmology. Deep 

learning (DL) methods in particular have facilitated the classification and interpretation of 

ophthalmic data.1–4 Glaucoma remains a leading cause of global irreversible blindness5 and 

is a key clinical domain for AI applications. Glaucoma management involves the integration 

of multiple testing and imaging modalities,6 making it ripe for clinical decision support 

(CDS). Broadly, CDS “provides clinicians, staff, [or] patients… with knowledge and person-

specific information, intelligently filtered or presented… to enhance health and healthcare.”7 

The potential for AI tools to provide CDS via facilitating diagnosis of glaucoma and 

identification of patients at risk for progression has been widely touted.8–11

However, implementation of AI-based CDS for clinical practice is not straightforward, and 

best practices are still evolving.12–14 Early efforts at creating knowledge-based systems have 

been considered complex and time-intensive,15,16 and in recent years CDS has reverted to 

simpler forms, such as order sets or adverse drug event alerts. Although these types of 

CDS interventions have been integrated into electronic health record (EHR) systems, the 

emergence of advanced computational models (i.e. those associated with machine learning 

[ML] or DL) present unique challenges and considerations. Previous studies have described 

frameworks describing some of these challenges, including algorithm explainability and 

transparency, data standardization, and clinical workflow integration to provide meaningful 

and actionable decision support to clinicians.14,17,18

Prior studies have shown that obtaining support from organizational leadership and end-

users early in the implementation of AI-based tools is critically important.17,19 In a 

framework for implementing ML into healthcare published by Shaw and colleagues,17 the 

authors stated that algorithms need to have a “meaningful entryway” into decision-making. 

Establishing what is “meaningful” inherently requires end-user input. Furthermore, usability 

has become a prominent concern in health information technology (IT), particularly within a 

field such as ophthalmology that incorporatse multiple technological modalities and has high 

patient volumes demanding usability and efficiency.20–22 Several studies have also shown 

that health IT inflicts significant cognitive burden on clinicians, which can contribute to 

burnout.23,24 Therefore, prioritizing usability and minimizing additional cognitive load with 

the integration of these tools is crucial.
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In this study, we solicited feedback and performed usability assessments among practicing 

ophthalmologists and optometrists regarding an early prototyped CDS tool for glaucoma 

management.25 This tool leverages a previously developed DL model predicting quantitative 

visual field (VF) measurements based on optical coherence tomography (OCT) scans.26,27 

Given the ease and speed of OCT testing, these models have the potential to tailor the 

frequency of VF testing for patients and may result in decreased need for VF testing, which 

is time-consuming and frequently difficult for patients.28 Using a mixed-methods approach 

to solicit feedback from potential end-users of this tool early in the design process, we aimed 

to improve the feasibility of this tool for future clinical implementation and draw insights 

that may inform efforts in implementing AI-based tools in ophthalmology workflows more 

generally.

METHODS

Deep Learning Models for Predicting Visual Field Measurements

The output of a previously published DL model trained on optic nerve head OCT B-scans 

was chosen for implementation within a CDS tool.27 This DL model was trained to predict 

corresponding VF outcomes, reported in mean deviation (MD). This model achieved an 

R2 of roughly 0.7 in predicting MD, suggesting high correlation with patient-produced VF 

results.

Iterative Design of a Clinical Decision Support Tool for Visualizing Model Predictions

GLANCE was designed as a CDS tool to provide a graphical user interface (GUI) of the 

above DL model’s predictions and relevant clinical data to assist physicians with evaluating 

glaucoma progression (helping clinicians “at a glance”).25 The design process consisted of 

a previously described user-centric process with clinician interviews and multiple rounds of 

prototyping interfaces.25 This process demonstrated a need for a GUI that was 1) reliable, 

2) showed why a model made a prediction, 3) highlighted imaging features relevant to a 

prediction, and 4) could guide future scheduling of VFs. The initial interface displayed the 

AI-predicted MD and heatmap visualization of relevant regions from OCT images used for 

model prediction. For this pilot study, we updated the interface to also include clinical data 

(age, race, refraction, pachymetry, ocular history and medications), longitudinal IOP data, 

historical VFs, and a visual comparison of previous AI-predicted MD to real MD results for 

each patient (Supplemental Figure 1).

Study Population

This study was approved by the University of California San Diego (UCSD) Institutional 

Review Board (IRB) as a quality improvement protocol and adhered to the principles 

of the Declaration of Helsinki. Clinicians invited to participate in the study were either 

ophthalmology residents (post-graduate year 2 or greater), glaucoma fellows, attending 

ophthalmologists, or optometrists. The evaluation was conducted anonymously online 

(Qualtrics, Provo, UT) from 10/2021–12/2021, with reminders emailed biweekly. The 

selection of the 6 patients included in our cases was previously described in a prior iteration 

of this study to represent a range of glaucoma severity,25 and images from these patients 

were not previously seen by the DL model.
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Evaluating Usability and Attitudes towards GLANCE

Clinicians were asked to provide age, race, ethnicity, and their clinical role (resident, 

fellow, attending, optometrist) at UCSD. For each case, which consisted of all ocular 

and demographic information associated with a glaucomatous eye, clinicians were shown 

the GLANCE interface (Figure 1). Clinicians were also asked to provide one of four 

recommendations for each case: 1) continuing present management with routine follow-

up (no change in testing frequency), 2) longer follow-up (decreased testing frequency), 

3) shorter follow-up (increased testing frequency), or 4) escalating therapy ( increasing 

medications, recommending a laser procedure or surgery). Clinicians were also asked to 

rank 3 statements using a 5-point Likert scale (from 1=strongly disagree to 5=strongly 

agree) to assess their attitudes towards the AI-predicted MD in each case: 1) I trust the 

predicted MD enough to incorporate it into my decision-making, 2) the predicted MD 

provides additional useful information beyond the existing clinical information available, 

and 3) I would likely decrease the frequency of visual field testing for this patient if I had 

predicted MDs available from this algorithm. Users were given the option to comment on 

the interface or case. At the end of the cases, users were asked to complete the System 

Usability Scale (SUS)29 regarding their overall experience with GLANCE. Finally, they 

were provided an opportunity to provide open-ended feedback on the design of GLANCE. 

These questions are provided in Supplemental Table 1.

Statistical Analyses

Statistical analysis was performed in R version 4.0.5 (R Foundation; Vienna, Austria). 

Users who completed >80% of the questions were included for analysis. For each question 

regarding glaucoma management, the mean number of responses for each management 

option was calculated across all users who responded. Mean Likert scale scores for each 

question assessing attitude towards GLANCE were calculated across all users for each case. 

Subgroup analyses of management responses and mean Likert scores were also performed 

by glaucoma disease severity, defined based on the glaucoma staging system (GSS)30: mild 

= −0 to −5.99 dB, moderate = −6 to −11.99 dB, advanced = −12 to −19.99 dB, and 

severe > −20 dB. For each user, we also calculated the SUS score, a previously validated 

scoring system out of 100 used commonly to evaluate ease of a particular interface in user 

experience design.29

RESULTS

Users

10 users completed > 80% of the cases and were included in this study. These users 

consisted of 3 ophthalmology residents (postgraduate year 2–4), 2 glaucoma fellows, 3 

ophthalmology attendings (2 glaucoma, 1 comprehensive), and 2 optometrists. Four users 

were 25–34 years old, four were 35–44 years old, one was 45–54 years old, and one was 

65–74 years old. One user (a glaucoma fellow) did not complete a case and the questions 

regarding attitudes towards the interface. This user was excluded from calculations of cases 

they did not participate in.
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Cases

6 cases, consisting of data available for 6 patients and 11 eyes, were uploaded to GLANCE 

in randomized order of severity. The mean age of all patients was 76.3±6.9 years, and 

all patients included in this usability study were white. Based on GSS, 6 eyes had mild 

glaucoma, 2 eyes had moderate glaucoma, 2 eyes had advanced glaucoma, and 1 eye had 

severe glaucoma. All demographic, pachymetry, refraction, and visual field measurements 

for each case and eye are reported in Table 1.

User-Reported Management of Glaucoma

Clinicians generally favored no change in management (72.5%) for milder cases, and 

escalating care with more advanced and severe glaucoma (72.2% and 90% respectively), as 

shown in Figure 2. Clinicians also had more variation in their choices for managing milder 

glaucoma and generally agreed upon elevating care for more severe glaucoma. Subgroup 

analysis of decision making by age and role versus management showed no remarkable 

differences between management preferences (Supplemental Figure 2).

Attitudes Towards GLANCE

Clinicians generally perceived the predicted MD from the AI model as somewhat 

trustworthy (mean Likert score=3.27) and somewhat useful (mean Likert score=3.42), but 

did not feel that the predicted MD would decrease their visual field testing frequency 

(mean Likert score=2.64) [Supplemental Figure 3]. While mean Likert scores for all users 

demonstrated variation as users progressed through the cases, there was a general downtrend 

in all attitudes towards GLANCE (Supplemental Figure 4) despite randomization of case 

severity. The most notable decrease was in assessment of visual testing frequency, with the 

mean Likert score decreasing from 3 to 2.1 after 6 cases. The mean Likert score generally 

also decreased across all attitudes towards GLANCE as glaucoma severity increased (Figure 

3).

System Usability Scale Scores

The mean ± standard deviation (SD) SUS score was 66.1 ± 16.0, translating roughly to the 

43rd percentile.29 Mean SUS scores ranged from 40–82.5 across the 9 users who completed 

this portion of the evaluation (Supplemental Figure 5).

Open-Ended Comments

Two clinicians responded to optional requests for comments on each case and overall 

comments regarding GLANCE. Overall, users expressed concern regarding how the AI 

model calculated MD, reliability of the heatmap, and how significantly elevated intraocular 

pressure or high MD would affect their clinical decision making. A full table of comments is 

available in Table 2.

DISCUSSION

In this study, we updated a GUI for GLANCE, a previously published AI-based CDS 

tool,25 and conducted usability evaluations with clinicians to evaluate its utility in assisting 
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with glaucoma management. While literature regarding AI model development in glaucoma 

is advancing rapidly, there is a scarcity of studies examining end-user attitudes and 

design considerations for clinical implementation. This study addresses a significant gap 

in knowledge regarding how implementation of AI model outputs in a GUI could assist 

clinicians and potentially reduce the VF testing burden on patients.

There are two key findings in our study: 1) clinician perceptions were somewhat positive 

towards the trustworthiness and utility of AI-predicted VF metric, and 2) clinicians were 

less likely to use the AI output in their decision making as glaucoma severity increased. 

Overall, the mean Likert scale score for trustworthiness and utility of the predicted MD were 

3.27 and 3.42 respectively (Supplemental Figure 3), signifying slightly positive sentiment. 

However, clinician perceptions of the predicted MD became increasingly unfavorable with 

more severe disease (Figure 3), particularly with decreasing VF testing. These findings 

altogether suggest that despite the AI model’s published high performance,27 clinicians 

were most hesitant in using the AI-predicted output as a surrogate for patient visual 

function to decrease VF frequency. Furthermore, their clinical decision-making process 

remains largely driven by the incorporation of all elements of data, which is reinforced 

by a clinician comment stating that the “IOP [was] too high for my comfort… regardless 

of the predicted MD” (Table 2). Although the AI output may be potentially helpful for 

glaucoma management, other reasons may explain why clinician trust in the predicted 

MD was not higher. For example, the predicted MDs were inherently noisy, especially for 

advanced disease, and may be difficult to compare to prior patient tests.31 Additionally, 

while explainability methods such as heat maps were used to elucidate the AI model’s 

rationale, clinician decision making may not always agree with the AI’s reasoning, which 

may foster some distrust in the AI output. In our study, clinicians expressed concern towards 

the AI output when the regions of interest bounded the choroid in OCT scans, which is not 

conventionally assessed in glaucoma. While it is possible that the AI model identified the 

choroid as a potential biomarker,32,33 more work is needed to improve the explainability of 

AI models’ outputs to clinicians.34 Other design choices may also assist in gaining physician 

trust in an AI model. As previously described, the GLANCE interface was designed as 

simply as possible, with the assumption that if past MD predictions were highly accurate for 

a specific patient (e.g. cases 1, 2 & 4), the clinician would be more likely to trust the AI 

algorithm. We also attempted to readily display all clinically relevant information (including 

IOP, age, pachymetry). Future studies may help clarify if more information or a change in 

user interface would affect clinician trust in the predicted MDs.

There remains a significant gap between algorithmic development AI integration into 

clinical workflows, a crucial step in realizing the benefits of AI for patients. Implementation 

of AI models into the EHR is a logical next step, as clinicians use the EHR routinely in 

their workflows.35–38 A recent systematic review by Lee et al. revealed several challenges 

prohibiting widespread clinical implementation of predictive models in the EHR.39 For 

example, CDS tools may increase time spent in the EHR, cognitive burden, and alert fatigue 

for clinicians who already experience high alert burden.40 In our study, longitudinally 

decreasing Likert scores across all attitudes towards the AI-predicted MD (Supplemental 

Figure 4) may also indicate some element of “AI fatigue”41 even across our small 

sample of cases. This has important implications for clinical implementation, especially 
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in high-volume glaucoma clinics where the majority of patients have glaucoma. Additional 

AI-specific challenges include: diagnostic drift, as well as transparency and explainability 

of its outputs.14,42 Current predictive models embedded into EHRs have focused mostly 

on inpatient diseases such as deep vein thrombosis43 and sepsis,44 and none exist for 

ophthalmology. For glaucoma, reducing the frequency of VF testing without compromising 

clinical outcomes would be beneficial, particularly in light of social distancing due to 

the recent COVID-19 pandemic, and may decrease staff and patient time and expense. 

Additionally, GLANCE also has the potential to reduce clinician burden during chart review 

with integration of clinical and demographic data into a single interface. Although we 

focused mainly on trust and usability rather than other potential applications and benefits of 

this AI model, future research may focus on user-centered design workshops to elicit more 

nuanced feedback and improve future implementation.

Addressing user experience (UX) and usability of these CDS tools is an important next 

step to narrow the gap between development and implementation. Previously developed 

frameworks for usability evaluation such as User, Function, Representation, and Task 

(UFuRT)45 exist for data management systems, and have been previously implemented in 

guiding CDS design.46 Other work has focused on consistent design concepts, controlled 

terminology, and appropriate visual representation of data.47 As part of our stakeholder 

interviews in our user design process, we focused on similar UX design elements, notably 

simplicity due to clinician time restraints and displaying key elements of information 

together (i.e. VF progression data with OCT scans). Previous usability studies for CDS tools 

utilizing defined UX principles have focused on management of diseases such as sepsis,48 

diabetes,49,50 and depression,51and have mostly been evaluated in a pre-clinical context 

with the exception of the SepsisWatch model.44 While our study represents a step towards 

clinician-centered design for AI outputs, more work is needed to understand how we can 

design user interfaces that support the needs of clinicians in context of their already hectic 

workflows. While GLANCE was perceived to have modest usability (SUS score in the 43rd 

percentile), previous work has shown that clinicians generally have negative perceptions 

of EHR usability when evaluated using SUS scores (mean scores < 10th percentile).52 

This stresses the challenges of creating usable CDS tools in the EHR and the need for 

ongoing work in this space. To achieve successful clinical implementation of AI-based CDS 

tools, these tools will need to undergo larger user studies with more clinicians and patient 

cases, with further iterations incorporating diverse patient factors such as race and comorbid 

disease pathology as well as AI-based CDS tools for predicting visual field progression.47

This study has several additional limitations that future work may address. First, our sample 

size was limited to 10 clinicians and 6 cases. Although prior studies have demonstrated 

that >90% of usability issues can be detected with 5 users,53,54 it is imperative that these 

CDS tools are evaluated by more clinicians prior to clinical deployment, including those 

in other practice settings and those using different EHRs, as well as with cases consisting 

of more diverse patients both demographically and clinically. Second, we chose to display 

data in a single interface thought to be most relevant to glaucoma management. Other 

information (other data from VF testing such as pattern deviation, location of VF loss, 

and more medical history) may be helpful in glaucoma management and may be displayed 

in other ways such as dynamic user interfaces. Additionally, incorporation of point-wise 
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predictions of VF55, 56 may assist in increasing clinician trust in the predicted VF. However, 

these will require future iterations of GLANCE and may be implemented as part of future 

stakeholder interviews and data review. Third, we conducted this usability pilot study online 

due to restrictions on research studies conducted during the COVID-19 pandemic, but 

future studies would benefit from in-person observations of clinicians using the tool and 

approaches such as “think-aloud” or “talk-aloud” protocols.

A CDS tool for glaucoma can be developed to display AI-based outputs for VF testing 

management in a useful and trustworthy manner when designed with user-centered 

principles. While more work is needed to understand how clinicians interact with the CDS 

tool and its outputs, this study represents an important step towards translating AI models 

to bedside. Continued interdisciplinary collaboration between informaticians, computer 

scientists, clinicians, and patients will be needed to make clinical implementation of AI 

a reality.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Design and implementation of the GLANCE Usability Study.
GLANCE is a graphical user interface designed to implement the output of an artificial 

intelligence (AI) model trained to predict visual field (VF) metrics such as mean deviation 

(MD) from Optical Coherence Tomography scans. (A). The final interface was then 

evaluated by multiple clinicians surveyed at University of California San Diego for their 

management recommendations and their impressions of the AI model’s predicted MD in 

terms of utility, trustworthiness, and its impact on their recommendations for VF testing 

frequency (B).
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Figure 2. Severity of Glaucomatous Eye vs. Management Recommendations.
Clinicians generally chose to continue present management (i.e. no change to follow-up 

[FU] and visual field testing frequency) for milder disease and chose either shorter follow-up 

or escalating care for more severe disease.
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Figure 3. Mean Likert Scores for Trust and Usefulness of Interface and Decreasing Frequency of 
Testing, Stratified by Severity.
Clinicians generally trusted the predicted visual field output from the artificial intelligence 

model and found the output useful. However, their willingness to decrease frequency of 

testing was inversely correlated with severity of disease.
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Table 1.
Cases Included in the GLANCE Usability Study.

Prior and predicted visual field metrics from the AI model, reported in mean deviation (MD), demographic 

data (i.e. age, race), and objective data relevant to glaucoma management included (refraction, pachymetry) 

were available to the clinician. Other data including optical coherence tomography (OCT) scans and ocular 

history/medications are not shown in this table, but are available in the full evaluation instrument provided in 

the supplement.

Case Predicted 
Mean 

Deviation 
(Right 
Eye)

Predicted 
Mean 

Deviation 
(Left 
Eye)

Prior 
Mean 

Deviation 
(Right 
Eye)

Prior 
Mean 

Deviation 
(Left 
Eye)

Age Race Gender Right Eye 
Spherical 

Equivalent 
(Diopters)

Left Eye 
Spherical 

Equivalent 
(Diopters)

Left Eye 
Pachymetry 

(μm)

Right Eye 
Pachymetry 

(μm)

1 −7.56 −2.47 −8.99 1.2 81 White Male −0.4 −2.25 573 561

2 −2.88 −2.97 −2.43 −3.2 82 White Female 0 0 551 561

3 −2.83 −1.83 −6.28 −0.7 77 White Female −0.5 0 537 536

4 −22.62 −17.76 −21.84 −20.6 76 White Male 1.125 0.625 495 498

5 −6.21 −3.76 −7.04 −6.05 63 White Female 0.75 0.5 N/A N/A

6 −12.75 N/A −21 N/A 79 White Female −1.375 −1.375 476 475
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Table 2.
Selected Comments from the Usability Study.

Clinicians were invited to give comments regarding the case or the GLANCE interface.

Case User Comment

1 1 Need additional info about validation of predicted MD. I like the concept but do not know to what patients it can be 
applied.

1 2 1) I don’t like how the visits are displayed (year first and month second)... For whatever reason it is less clear to me
2) I am hesitant to add emphasis to the predicted MD as it is based upon some uncertain input. How do I know that the 
input is good? Is there a metric for the OCT quality that can be displayed. I know we have the one B-scan, but it is only 
1 B-scan. The other scans could be riddled with artifacts.
3) I like the heatmap. This may reflect my lack of experience with AI, but when the heat map focuses on the choroid, I 
tend to want to consider the AI less.

2 1 Older patient who will outlive VF loss and loss of vision

2 2 I am influenced by how the heatmaps in Case 2 direct attention to the whole retina (not just the choroid) in the areas of 
attention. This makes me feel more positive about the predicted MD.

3 2 This case is tricky as the actual and predicted MDs appear to diverge with even further future improvement predicted. 
The gray scale alone OD is concerning but we don’t have more info. Then the heat map is strange as there is much 
emphasis on non glaucoma regions.

4 2 IOP too high for my comfort level in this case regardless of prediction. Even if nothing happens in the short term (as 
per the prediction), over a longer scale (76 is still youngish), I prefer lower iop

5 2 OS: I am uncomfortable with IOP and IOP trend given paracentral defect. Predicted MD influences me although the 
heat map is again focused on the choroid
OD: I’m also uncomfortable but less so than OS because there is no paracentral involvement at this time. Probably 
escalate therapy but OS is first and would discuss this with patient.

6 2 Confusing case... mostly only OD data. Is this a monocular patient? OS testing not possible?

Overall 
comment

2 I have never seen this before.
It took 1–2 cases to click around and figure things out. Then it was ok.
Decision making on glaucoma is also complex.
I caught myself asking myself a lot about patients overall health. 
In the decision to “go” (escalate Rx or test more) vs “stay”... part of the rubrik is patient overall health and risk 
tolerance that isn’t here. Having said that, I assume this all presents itself in the setting of the patient so that those 
factors can be uncovered by discussion.

Overall 
comment

3 Is there a better way to tell RNFL progression from this?

Overall 
comment

4 Helpful tool. I don’t like that every time you touch the graph, the MD and IOP lines change.
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